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Abstract

An inherent characteristic of distributed systems is the lack of centralized control, which requires the components to coordinate their actions. This need is abstracted as the consensus problem, in which each process has a binary input and should produce a binary output, such that all outputs agree. A difficulty in obtaining consensus arises from the possibility of process failures in practical systems. When combined with the lack of timing assumptions in asynchronous systems, it renders consensus impossible to solve, as proven by Fischer, Lynch, and Paterson in their fundamental impossibility result, which shows that no deterministic algorithm can achieve consensus in an asynchronous system, even if only a single process may fail.

Being a cornerstone in distributed computing, much research has been invested in overcoming this impossibility result. One successful approach is to incorporate randomization into the computation, allowing the processes to terminate with probability 1 instead of in every execution, while never violating agreement.

Randomized consensus is the main subject of this thesis, which investigates algorithms and lower bounds for this problem. In addition, it addresses problems that arise from the study of randomized consensus, including set agreement, and efficient concurrent data structures.

Our main contribution is in settling the total step complexity of randomized consensus, improving both known lower and upper bounds to a tight $\Theta(n^2)$. The upper bound is obtained by presenting a new shared coin algorithm and analyzing its agreement parameter and total step complexity by viewing it as a stochastic process. The lower bound relies on considering a restricted round-based set of executions called layers, and using randomized valency arguments to prevent the algorithm from terminating too quickly. It is shown how to remain with high probability in bivalent configurations, or in null-valent configurations. The latter case is modeled as a one-round coin-flipping game, which is analyzed using an isoperimetric inequality.
The above result closes the question of the total step complexity of randomized consensus under a strong adversary, which can observe the values of all shared variables and the local states of all processes (including results of local coin-flips) before making the next scheduling decision. An additional result we present is a bound on the total number of steps as a function of the probability of termination for randomized consensus under a weak adversary, which must decide upon the entire schedule in advance.

Another complexity measure we investigate is the individual step complexity of any single process. In traditional shared coins a single process may have had to perform all the work by itself, which motivated the design of shared coins that reduce the individual step complexity. This had the price of increasing the total step complexity. In this thesis we show how to combine shared-coin algorithms to enjoy the best of their complexity measures, improving some of the known results.

For the specific model of shared multi-writer multi-reader registers, the question of individual step complexity of randomized consensus has been later settled by constructing a sub-linear approximate counter. This raises the interest in additional sub-linear data structures, and specifically in data structures providing exact values. We present an exact polylogarithmic counter, using a data structure which we call a max register, which we implement in a polylogarithmic number of steps per operation. We then construct a framework that uses the polylogarithmic exact counter to obtain a shared-coin algorithm with an optimal individual step complexity of $O(n)$.

Finally, another way to circumvent the impossibility proof of consensus is to allow more choices. This is modeled as the problem of set agreement, where the inputs are drawn from a set of size larger than two, and more than one output is allowed. We present randomized algorithms for different parameters of the set agreement problem, which are resilient to any number of failures.
## Abbreviations and Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>The number of processes in the system</td>
<td>21</td>
</tr>
<tr>
<td>( f )</td>
<td>The number of possible failures in the system</td>
<td>21</td>
</tr>
<tr>
<td>( k + 1 )</td>
<td>The number of possible inputs to a set agreement algorithm</td>
<td>22</td>
</tr>
<tr>
<td>( \ell )</td>
<td>The number of allowed outputs to a set agreement algorithm</td>
<td>22</td>
</tr>
<tr>
<td>( p_i )</td>
<td>A process</td>
<td>22</td>
</tr>
<tr>
<td>( \delta )</td>
<td>The agreement parameter of a shared-coin algorithm</td>
<td>27</td>
</tr>
<tr>
<td>( C )</td>
<td>A configuration</td>
<td>35</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>A schedule</td>
<td>35</td>
</tr>
<tr>
<td>( g )</td>
<td>A gate in a circuit</td>
<td>53</td>
</tr>
<tr>
<td>( L )</td>
<td>A layer</td>
<td>94</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>An execution</td>
<td>96</td>
</tr>
<tr>
<td>( q_k )</td>
<td>The probability of not terminating in ( k(n - f) ) rounds</td>
<td>100</td>
</tr>
<tr>
<td>( P_i )</td>
<td>A set of processes</td>
<td>100</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Coordinating the actions of processes is crucial for virtually all distributed applications, due to the lack of a centralized control. The most basic abstraction for such coordination is the problem of reaching consensus on a single binary input given to each process. Consensus is a fundamental task in asynchronous systems, and can be employed to implement arbitrary concurrent objects [47]; consensus is also a key component of the state-machine approach for replicating services [56, 70].

An obstacle in obtaining coordination in distributed systems is the possibility of crash failures, where a crashed process stops taking steps. Applications are required to be resilient to crashes, guaranteeing that non-faulty processes behave correctly. This requirement should hold regardless of the number of failures, i.e., the algorithms should be wait-free.

Formally, the consensus problem requires every non-faulty process to eventually output a single binary output (the termination condition), such that all outputs are equal (the agreement condition). To avoid trivial solutions, this common output must be the input of some process (the validity condition).

The quality of algorithms for distributed systems subject to crash failures, and sometimes their existence, is inherently influenced by the timing assumptions provided by the system. Two common types of distributed systems are synchronous and asynchronous systems. In a synchronous system, the computation proceeds in rounds, each round consisting of a single step by each non-faulty process, whose type depends on the communication model. In an asynchronous system, no timing assumptions are provided; there are no bounds on the time between two steps of a process, or between steps of different processes. Asynchrony makes it impossible to tell apart a crashed
process from a very slow one.

Perhaps the most celebrated result in distributed computing, known as the FLP impossibility result, first proved by Fischer, Lynch, and Paterson, shows that no deterministic algorithm can achieve consensus in an asynchronous system, even if only a single process may fail [43, 47, 57].

Due to the importance of the consensus problem, much research was invested in trying to circumvent this impossibility result. One successful approach is to relax the termination condition, and allow randomized algorithms in which a non-faulty process terminates only with probability 1. This does not rule out executions in which a process does not terminate, but guarantees that the probability of such executions is 0. We emphasize that the safety requirements, of agreement and validity, remain the same, hence are required to hold in every execution.

Randomized consensus is the main subject of this thesis, which investigates algorithms and lower bounds. In addition, it addresses problems that arise from the study of randomized consensus, including set agreement, and efficient concurrent data structures. The remainder of the introduction is dedicated to describing these contributions.

1.1 The Total Step Complexity of Randomized Consensus Under a Strong Adversary

Our main contribution is in proving that $\Theta(n^2)$ is a tight bound for the total step complexity of asynchronous randomized consensus. The total step complexity, or the total work of a randomized distributed algorithm is the expected total number of steps taken by all the process. Our result is two-fold\(^1\), improving upon both the previously known upper bound of $O(n^2 \log n)$ due to Bracha and Rachman [28] and the previously known lower bound of $\Omega(n^2 / \log^2 n)$ due to Aspnes [5]. The communication model addressed is a shared memory system, where processes communicate by reading and writing to multi-writer multi-reader registers. The adversary controlling the schedule is a strong adversary, which observes all values of shared registers and all local states of processes, including results of local coin-flips, before scheduling the next process to take a step.

Our algorithm relies on a shared-coin algorithm [12], as do virtually all randomized consensus algorithms. In a shared-coin algorithm, each process outputs a value $-1$ or $+1$, and for every

\(^1\)Both results appeared in [15].
\( v \in \{-1, +1\} \), there is a probability of at least \( \delta \) that all processes output the same value \( v \); \( \delta \) is the agreement parameter of the algorithm. Notice that there are no inputs to this procedure. Aspnes and Herlihy [12] have shown that a shared-coin algorithm with agreement parameter \( \delta \) and expected total work \( T \) yields a randomized consensus algorithm with expected total work \( O(n^2 + T/\delta) \).

We present a shared-coin algorithm with a constant agreement parameter, which leverages a single binary multi-writer register (in addition to \( n \) single-writer multi-reader registers). It allows to optimize the trade-off between the total step complexity and the agreement parameter. By viewing any schedule of the algorithm as a stochastic process, and applying Kolmogorov’s inequality, we prove that for each possible decision value, all processes output that same value for the shared coin with constant probability. The shared coin has an expected total step complexity of \( O(n^2) \). We use this in the Aspnes-Herlihy framework to obtain a randomized consensus algorithm with the same total step complexity of \( O(n^2) \).

The matching lower bound is obtained by considering layered executions. We focus on configurations at the end of each layer and classify them according to their valence [43, 60], namely, the decisions that can be reached in layered extensions. Similarly to notions for deterministic algorithms, a configuration is univalent if there is only one possible decision value from all of the extensions of the execution from that configuration. If both decision values are possible then the configuration is bivalent. When a decision is reached, the configuration must be univalent, so the proof aims to avoid univalent configurations. As opposed to deterministic algorithms, where the valence of a configuration binds the extension to reach a certain decision value \( v \), in a randomized algorithm the valence only implies that some execution will decide \( v \) with high probability [5]. This leaves the possibility of null-valent configurations, from which no decision value is reached with high probability. When the configuration is null-valent, we derive an isoperimetric inequality in order to control a one-round coin-flipping game for reaching another null-valent configuration.

Our general proof structure follows a proof by [23] of an \( \Omega(\sqrt{n/\log n}) \) lower bound on the expected number of rounds in a randomized consensus algorithm for the synchronous message passing model. In particular, like them, we treat null-valent configurations by considering one-round coin-flipping games and applying an isoperimetric inequality. Unlike their proof, our proof handles the more complicated shared-memory model and exploits the fact that in an asynchronous
system, processes can be hidden in a one-round coin flipping game without having to fail for the rest of the execution.\footnote{Hiding processes in a layer can be described as a round-based model with mobile failures, where a process that fails in a certain round may still take steps in further rounds [68]. The equivalence between this model and the asynchronous model is discussed by [64].}

The layered approach was introduced by [60], who employed it to study deterministic consensus. They showed that the layered approach can unify the impossibility proof for asynchronous consensus [43, 47, 57] with the lower bound on the number of rounds needed for solving synchronous consensus [37, 42]. Their work considered the message-passing model as well as the shared-memory model with single-writer registers. We take the layered approach one step further and extend it to randomized algorithms, deriving the lower bound on their total step complexity within the same framework as the results for deterministic algorithms. Besides incorporating randomization into the layered model, our proof also deals with the challenge of allowing processes to access multi-writer registers.

\section*{1.2 A Lower Bound for Randomized Consensus Under a Weak Adversary}

The previous lower bound, accompanied by our algorithm, closes the question of the total step complexity of randomized consensus under a strong adversary. However, there are additional types of adversaries when randomized algorithms are considered. We provide a second lower bound for randomized consensus algorithms, under the control of a weak adversary that chooses the entire schedule in advance, without observing any progress of the execution.

This is not a lower bound on the total step complexity. Instead, we make use of the observation that in typical randomized algorithms for consensus, the probability of not terminating in agreement decreases as the execution progresses, becoming smaller as processes perform more steps. Our work shows that this behavior is inherent, by proving lower bounds on the probability of termination when the step complexity is bounded.

We prove that for every integer $k$, the probability that an $f$-resilient randomized consensus algorithm of $n$ processes does not terminate after $k(n - f)$ steps is at least $\frac{1}{\epsilon^k}$, where $c$ is a constant if
\( \lceil \frac{n}{f} \rceil \) is a constant\(^3\). The result holds for asynchronous message-passing systems and asynchronous shared-memory systems (using reads and writes), albeit with different constants. While the same general proof structure applies in both cases, it is accomplished differently in the message-passing and the shared-memory models; the latter case is further complicated due to the adversary’s weakness.

For the message-passing model, our proof extends and improves on a result of Chor, Merritt and Shmoys [36] for synchronous message-passing systems. They show that the probability that a randomized consensus algorithm does not terminate after \( k \) rounds (and \( k(n - f) \) steps) is at least \( \frac{1}{ck} \). (A similar result is attributed to Karlin and Yao [53].) The proof rests on considering a specific chain of indistinguishable executions and showing a correlation between the termination probability and the length of this chain (the number of executions in it), which in turn depends on the number of rounds. The chain is taken from the proof of the rounds lower bound for (deterministic) consensus [37, 42] (cf. [18, Chapter 5]); since the chain is determined in advance, i.e., regardless of the algorithm’s transitions, the lower bound is derived with a weak adversary.

Our first contribution in this context, for the message-passing model, improves on this lower bound by exploiting the fact that asynchrony allows to construct “shorter” indistinguishability chains.

The lower bound can be extended to Monte-Carlo algorithms that always terminate, at the cost of compromising the agreement property. If an asynchronous message-passing algorithm always terminates within \( k(n - f) \) steps, then the probability for disagreement is at least \( \frac{1}{c} \), where \( c \) is a constant if \( \lceil \frac{n}{f} \rceil \) is a constant. This lower bound can be compared to the recent consensus algorithms of Kapron et al. [52] for the message-passing model. One algorithm always terminates within \( \text{polylog}(n) \) asynchronous rounds, and has a probability \( \frac{1}{\text{polylog}(n)} \) for disagreeing, while the other terminates within \( 2^{\Theta(\log^7 n)} \) asynchronous rounds, and has a probability \( \frac{1}{\text{poly}(n)} \) for disagreeing.

A common theme in both of our lower bounds is the adaptation of the layering technique to randomized algorithms, and the manipulation of layers in order to argue about indistinguishable executions. This integrates the layering approach, which helps in obtaining simple bounds when the model is asynchronous, with the randomization used by the algorithms.

In principle, the lower bound scheme can be extended to the shared-memory model by focusing

\(^3\)This result appeared in [14].
on such layered executions. However, our severely handicapped adversarial model poses a couple of technical challenges. First, while in the message-passing model each step can be assumed to send messages to all processes, in a shared-memory event, a process chooses which register to access and whether to read from it or write to it. A very weak adversary, as we use for our lower bounds, must find a way to make its scheduling decisions in advance without even knowing what type of step the process will take. Second, the proof scheme requires schedules to be determined independently of the coin-flips. The latter difficulty cannot be alleviated even by assuming an adaptive adversary that may schedule the processes according to the execution so far, since future coin flips may lead to different types of steps.

We manage to extend the lower bound scheme to the shared-memory model, by first simplifying the model, assuming that processes either write to single-writer registers or perform a cheap snapshot operation, reading all the registers at once. By further assuming that an algorithm regularly alternates between writes and cheap snapshots, we make processes’ steps predictable, allowing a weak adversary to construct indistinguishability chains. The lower bound is extended to hold for multi-writer registers by reduction; while ordinary simulations of multi-writer registers using single-writer registers have $O(n)$ overhead (which would significantly deteriorate the lower bound), cheap snapshots admit a simulation with constant overhead.

1.3 Combining Shared Coins

In addition to investigating the total number of steps of randomized consensus algorithms, we address their individual step complexity. The individual step complexity, or the individual work of a randomized distributed algorithm is the expected number of steps taken by any single process. Having a small individual step complexity is not an immediate consequence of having a small total step complexity, because a process running alone may have to perform all the work by itself.

As is the case for the total step complexity, the framework of Aspnes and Herlihy [12] shows that a shared-coin algorithm with agreement parameter $\delta$ and expected total work $I$ yields a randomized consensus algorithm with expected total work $O(n + I/\delta)$. Previously, the best known individual work was achieved by the algorithm of Aspnes and Waarts [13], who presented a shared coin algorithm in which each process performs $O(n \log^2 n)$ expected number of steps, which is
significantly lower than the total step complexity bounds. However, by simply multiplying the individual work by $n$, their algorithm increases the total work to $O(n^2 \log^2 n)$. This led Aspnes and Waarts to ask whether this tradeoff is inherent.

We show that there is no such tradeoff, and in fact, each complexity measure can be optimized separately. This result is achieved by showing that shared-coin algorithms can be *interleaved* in a way that obtains the best of their complexity figures, without harming the agreement parameter.\(^4\)

Given the power of the adversary to observe both algorithms and adjust their scheduling, it is not obvious that this is the case, and indeed, following \([71]\), the work of Lynch, Segala, and Vaandrager \([59]\) shows that undesired effects may follow from the interaction of an adaptive adversary and composed probabilistic algorithms. Nonetheless, we can show that in the particular case of shared-coin algorithms, two algorithms with agreement parameter $\delta_A$ and $\delta_B$ can be composed with sufficient independence such that the combined algorithm terminates with the minimum of each of the algorithms’ complexities (e.g., in *both* individual and total work), while obtaining an agreement parameter of $\delta_A \cdot \delta_B$.

An immediate application of our result shows that the shared coin algorithm of Bracha and Rachman can be interleaved with the algorithm of Aspnes and Waarts, to get an algorithm with both $O(n \log^2 n)$ individual work and $O(n^2 \log n)$ total work. This implies that wait-free randomized consensus can be solved with $O(n \log^2 n)$ expected individual work and $O(n^2 \log n)$ expected total work, using *single-writer* multi-reader registers. These are currently the best complexities known for this model.

Our result has other applications for combining shared coins in order to enjoy the best of more than one complexity measure. For example, Saks, Shavit, and Woll \([66]\) presented three shared-coin algorithms, each having a good complexity for a different scenario. The complexity measure they consider is of *time units*: one time unit is defined to be a minimal interval in the execution of the algorithm during which each non-faulty processor executes at least one step. The first is a wait-free algorithm which takes $O(\frac{n^4}{n-f})$ time, where $f$ is the actual number of faulty processes. In the second algorithm, the time is $O(\log n)$ in executions with at most $f = \sqrt{n}$ faulty processes, and in the third algorithm the time is $O(1)$ in failure-free executions. All three shared coin algorithms have constant agreement parameters, and Saks, Shavit, and Woll claim that they can be interleaved to

\(^4\)This result appeared in \([10]\).
yield one algorithm with a constant agreement parameter that enjoys all of the above complexities. Our argument is the first to prove this claim.

Our result holds also for the shared-memory model with multi-writer multi-reader registers. In this model, building upon our $O(n^2)$ shared coin and the weighted voting scheme of [13], it has been shown [8] that the individual work can be further reduced to $O(n \log n)$; again, this came at a cost of increasing the total work to $O(n^2 \log n)$, which can be avoided by combining the $O(n \log n)$ individual work shared coin with our $O(n^2)$ total work shared coin. However, this was superseded by Aspnes and Censor [11], who gave a shared-coin algorithm with $O(n)$ individual work and (immediately) $O(n^2)$ total work, which is optimal due to our $O(n^2)$ lower bound on total work. This shared coin is established based on an approximate sub-linear counter, allowing to reduce the individual work to $O(n)$.

### 1.4 A Polylogarithmic Counter for an Optimal Individual Step Complexity

While an approximate sub-linear counter suffices for closing the question of the individual step complexity of randomized consensus algorithms, this leads us to ask whether there exist better counters, and specifically an exact sub-linear counter. Exploring this question resulted in an affirmative answer, as well as constructions of additional polylogarithmic concurrent data structures.

One successful approach to building concurrent data structures is to employ the atomic snapshot abstraction [2]. An atomic snapshot object is composed of components, each of which typically is updated by a different processes; the components can be atomically scanned. By applying a specific function to the scanned components, we can provide a specific data structure. For example, to obtain a max register, supporting a write operation and a ReadMax operation that returns the largest value previously written, the function returns the component with the maximum value; to obtain a counter, supporting an increment operation and a ReadCounter operation, the function adds up the contribution from each process.

Constructions of exact counters take a linear (in $n$) number of steps. This is due to the cost of implementing atomic snapshots [49]. Indeed, Jayanti, Tan, and Toueg [51] show that operations must take $\Omega(n)$ space and $\Omega(n)$ steps in the worst case, for many common data structures, including
max registers and counters. This seems to indicate that we cannot do better than snapshots for exact counting.

However, careful inspection of Jayanti, Tan, and Toueg’s lower bound proof reveals that it holds only when there are numerous operations on the data structure. Thus, it does not rule out the possibility of having sub-linear algorithms when the number of operations is bounded, or, more generally, the existence of algorithms whose complexity depends on the number of operations. Such data structures are useful for many applications, either because they have a limited lifetime, or because several instances of the data structure can be used.

We present polylogarithmic implementations of key data structures with a bounded number of values \( m^5 \). The cornerstone of our constructions, and our first example, is an implementation of a max register that beats the \( \Omega(n) \) lower bound of [51] when \( \log m \) is \( o(n) \). If the number of values is bounded by \( m \), its cost per operation is \( O(\log m) \); for an unbounded set of values, the cost is \( O(\min(\log v, n)) \), where \( v \) is the value of the register.

Instead of simply summing the individual process contributions, as in a snapshot-based implementation of a counter, we can use a tree of max registers to compute this sum: take an \( O(\log n) \) depth tree of two-input adders, where the output of each adder is a max register. To increment, walk up the tree recomputing all values on the path. The cost of a read operation is \( O(\min(\log v, n)) \), where \( v \) is the current value of counter, and the cost of an increment operation is \( O(\min(\log n \log v, n)) \). When the number of increments is polynomial, this has \( O(\log^2 n) \) cost, which is an exponential improvement from the trivial upper bound of \( O(n) \) using snapshots. The resulting counter is wait-free and linearizable.

More generally, we show how a max register can be used to transform any monotone circuit into a wait-free concurrent data structure that provides write operations setting the inputs to the circuit and a read operation that returns the value of the circuit on the largest input values previously supplied. Monotone circuits expose the parallelism inherent in the dependency of the data structure’s values on the arguments to the operations. Formally, a monotone circuit computes a function over some finite alphabet of size \( m \), which is assumed to be totally ordered. The circuit is represented by a directed acyclic graph where each node corresponds to a gate that computes a function of the outputs of its predecessors. Nodes with in-degree zero are input nodes; nodes with

\footnote{These results appeared in [9].}
out-degree zero are output nodes. Each gate $g$, with $k$ inputs, computes some monotone function $f_g$ of its inputs. Monotonicity means that if $x_i \geq y_i$ for all $i$, then $f_g(x_1, \ldots, x_k) \geq f_g(y_1, \ldots, y_k)$.

The cost of writing a new value to an input to the circuit is bounded by $O(Sd \min(\lceil \log m \rceil, n))$, where $m$ is the size of the alphabet for the circuit, $d$ is the number of inputs to each gate, and $S$ is the number of gates whose value changes as the result of the write. The cost of reading the output value is $\min(\lceil \log m \rceil, O(n))$. While the resulting data structure is not linearizable in general, it satisfies a weaker but natural consistency condition, called monotone consistency, which we show is still useful for many applications.

### 1.5 Randomized Consensus with Optimal Individual Work

We show how to use a polylogarithmic exact counter for obtaining randomized consensus with an optimal individual step complexity of $O(n)$, by constructing a shared coin with that individual step complexity, and using the Aspnes-Herlihy framework discussed earlier.6

6This is an adaptation of the result that appeared in [11].

Essentially all known shared coins are based on random voting, with some variation in how votes are collected and how termination is detected.

Our shared coin is based on the weighted voting approach pioneered in the $O(n \log^2 n)$ individual-work algorithm of Aspnes and Waarts [13], where a process that has already cast many votes becomes impatient and starts casting votes with higher weight. We combined this with the termination bit of the shared coin of $O(n^2)$ total work, to allow a detection of termination to be spread fast among the processes.

Still, detecting for the first time that the threshold of number of votes has been reached is a counting problem: using a standard counter with $O(n)$-operation reads means that the threshold can be checked only occasionally without blowing up the cost. By applying our sub-linear counter, a process can carry out as many as $\Theta(\log n)$ counter reads within the $O(n)$ time bound. This gives an $O(n)$ individual step complexity for the shared coin algorithm, and thus $O(n)$ individual step complexity for randomized consensus.
1.6 Randomized Set Agreement

The last contribution of this thesis is for the problem of set agreement. In the set-agreement problem the processes start with input values in \( \{0, \ldots, k\} \), instead of binary inputs, and should produce output values such that there are at most \( \ell \) different outputs, for some \( \ell < k \). As in the case of consensus, the termination condition requires every non-faulty process to eventually decide, and to avoid trivial solutions, the validity condition requires each output value to be the input value of some process.

The problem of set agreement was introduced by Chaudhuri [32] as a generalization of the consensus problem, in order to deterministically overcome the well-known FLP impossibility of solving consensus deterministically in an asynchronous system which allows even one crash-failure. Chaudhuri showed that if the bound \( f \) on the number of faulty processes is smaller than \( \ell \), then set agreement can be solved by a deterministic algorithm. Later, it was shown by Borowsky and Gafni [27], Herlihy and Shavit [48], and Saks and Zaharoglou [67], using topological arguments, that set agreement cannot be solved deterministically in an asynchronous system if \( f \geq \ell \), and in particular it does not have a wait-free solution.

As in the case of consensus, randomization also allows to overcome the impossibility result for set agreement. We present randomized wait-free algorithms for solving set agreement in an asynchronous shared-memory system. First, we generalize the definition of a shared-coin algorithm, and define multi-sided shared-coin algorithms. In such an algorithm, each process outputs one of \( k+1 \) values (instead of one of two values as in a regular shared-coin), such that each subset of \( k \) values has probability at least \( \delta \) for containing the outputs of all the processes. In other words, each value has probability at least \( \delta \) of not being the output of any process. We then extend the Aspnes-Herlihy framework for using a shared coin for obtaining a randomized consensus algorithm [12], and show how to use any multi-sided shared coin in order to obtain a randomized set-agreement algorithm, for agreeing on \( k \) values out of \( k+1 \).

Next, we present an implementation of a \((k+1)\)-sided shared-coin algorithm which has a constant agreement parameter, \( O(n^2/k) \) total step complexity, and \( O(n/k) \) individual step complexity. We then derive a set-agreement algorithm from the \((k+1)\)-sided shared coin using the above framework.

---

7 As appeared in [30].
In addition, we present set-agreement algorithms that are designed for agreeing on \( \ell \) values out of \( k + 1 \), for \( \ell < k \). In particular, they can be used for the case \( \ell = 1 \), where the processes agree on the same value, i.e., for multi-valued consensus. By definition, solving multi-valued consensus is at least as hard as solving binary consensus (where the inputs are in the set \( \{0, 1\} \), i.e., \( k = 1 \)), and potentially harder. One algorithm uses multi-sided shared coins, while the other two embed binary consensus algorithms in various ways.

1.7 Overview of the Thesis

Additional background is provided in Chapter 2, followed by a formal description of the model in Chapter 3.

The technical presentation has a different structure than the introduction. It is partitioned into two parts; one studies algorithms and the second is dedicated to lower bounds, in order to emphasize the common techniques.

First, Part I presents the algorithms discussed in the introduction. It begins with Chapter 4, presenting our shared-coin algorithm used to derive randomized consensus with \( O(n^2) \) total step complexity. Next, Chapter 5 proves our results regarding the interleaving of shared-coin algorithms. Chapter 6 presents our polylogarithmic concurrent data structures, and Chapter 7 shows how to use a polylogarithmic counter to obtain a shared coin with an optimal individual step complexity of \( O(n) \). Finally, we conclude the algorithms part in Chapter 8, with algorithms for set agreement.

The second part of the thesis, Part II, contains the lower bounds for randomized consensus. We begin by laying down the framework of manipulating layered executions in Chapter 9, followed by our lower bound under a weak adversary in Chapter 10, and then our lower bound under a strong adversary in Chapter 11.

We complete the thesis with a discussion in Chapter 12.
Chapter 2

Related Work

In this chapter we survey the background related to our work. We begin with a short historical overview of randomized consensus algorithms for shared memory. An excellent survey of the state of the art prior to 2003 appears in [6].

Following the first randomized consensus algorithm of Ben-Or [24], many randomized consensus algorithms have been suggested, in different communication models and under various assumptions about the adversary. In particular, algorithms were designed to solve randomized consensus in asynchronous shared-memory systems, against a strong adversary that can observe the results of local coin flips before scheduling the processes. Abrahamson [1] presented a randomized algorithm for solving consensus in asynchronous systems using shared memory, whose total work is exponential in \( n \), the number of processes. The first polynomial algorithm for solving randomized consensus under the control of a strong adversary was presented by Aspnes and Herlihy [12]. They described an algorithm that has a total work of \( O(n^4) \). The amount of memory required by this algorithm was later bounded by Attiya, Dolev, and Shavit [16]. Aspnes [4] presented an algorithm for randomized consensus with \( O(n^4) \) total work, which also uses bounded space. These algorithms were followed by an algorithm of Saks, Shavit and Woll [66] with \( O(n^3) \) total work, and an algorithm of Bracha and Rachman [28] with \( O(n^2 \log n) \) total work, where the latter was previously the best known total step complexity. A lower bound of \( \Omega\left(\frac{n^2}{\log^2 n}\right) \) on the expected total number of coin flips was proved by Aspnes in [5]; this implies the same lower bound on the total step complexity.

The previous \( \Omega\left(\frac{n^2}{\log^2 n}\right) \) lower bound [5] for randomized consensus under a strong adversary
relies on a lower bound for coin flipping games. In this proof, the adversary schedules processes step-by-step, and the results of the games are analyzed through hyperbolic functions. In contrast, our approach considers only the configurations at the end of layers, allowing powerful results about product probability spaces to be applied, and streamlining the analysis of the behavior of executions.

There is an extensive literature on randomized agreement algorithms for message passing systems under a weak adversary. Recent papers in this area provide algorithms for agreement in the presence of Byzantine processes in full information models, where the adversary is computationally unbounded. See [25, 44, 54] for a more detailed description and references.

To the best of our knowledge, there are no other lower bounds on randomized consensus in shared-memory systems under a weak adversary. There are several algorithms assuming a value-oblivious adversary, which may determine the schedule adaptively based on the functional description of past and pending operations, but cannot observe any value of any register nor results of local coin-flips. This model is clearly stronger than the adversary we employ, and hence our lower bounds apply to it as well. The algorithms differ by the type of shared registers they use [20–22, 31]. For single-writer multi-reader registers, Aumann and Bender [21] give a consensus algorithm that has probability of at most $\frac{1}{n^c}$ of not terminating within $O(n \log^2 n)$ steps. For multi-writer multi-reader registers, Aumann [20] shows a consensus algorithm in which the probability of not terminating in $k$ iterations (and $O(k \cdot n)$ steps) is at most $(\frac{3}{4})^k$.

Chandra [31] gives an algorithm with $O(\log^2 n)$ individual step complexity, assuming an intermediate adversary that cannot see the outcome of a coin-flip until it is read by some process. Aumann and Kapah-Levy [22] give an algorithm with $O(n \log n \exp(2\sqrt{\text{polylog}n}))$ total step complexity, using single-writer single-reader registers, and assuming a value-oblivious adversary.

An algorithm with $O(n \log \log n)$ total step complexity against a weak adversary was given by Cheung [34], which considers a model with a stronger assumption that a write operation occurs atomically after a local coin-flip. It improves upon earlier work by Chor, Israeli, and Li [35], who provide an algorithm with $O(n^2)$ total step complexity using a slightly different atomicity assumption.

We now turn our attention to randomized set agreement. Previous randomized agreement algorithms for asynchronous shared-memory systems under a strong adversary are for the specific case
of binary consensus, as discussed earlier, with the optimal individual and total step complexities being $O(n)$ and $O(n^2)$, respectively [11, 15].

Unlike the shared-memory model, several set-agreement algorithms for asynchronous \textit{message-passing} systems have been proposed. Mostefaoui et al. [62] use binary consensus to construct a multi-valued consensus algorithm for message-passing systems. This work assumes reliable broadcast. In the same model, Zhang and Chen [74] present improved algorithms, which reduce the number of binary consensus instances that are required. Under the above assumption, Ezhilchelvan et al. [39] also present a randomized multi-valued consensus algorithm, while Mostefaoui and Raynal [61] present a randomized set-agreement algorithm for agreeing on $\ell$ values out of $n$. The above algorithms require a bound on the number of failures $f < n/2$, a restriction that can be avoided in the shared-memory model. Moreover, there is an exponentially small agreement parameter for the shared coins that are used, which causes the expected number of phases until agreement is reached to be large.

There is additional literature on set agreement in \textit{synchronous} systems. An important result is by Chaudhuri et al. [33] who show that $f/k + 1$ is the number of rounds needed for solving $k$-set agreement in shared memory. Raynal and Travers [65] propose new algorithms in addition to a good survey on synchronous set-agreement algorithms.
Chapter 3

The Basic Model and Definitions

This thesis considers a standard model of an asynchronous shared-memory system, where \( n \) processes, \( p_1, \ldots, p_n \), communicate by reading and writing to shared multi-writer multi-reader (atomic) registers (cf. [19, 58]). In some cases, which will be explicitly noted, it will be more convenient to consider the set of processes as \( \{p_0, \ldots, p_{n-1}\} \).

Each step consists of some local computation, including an arbitrary number of local coin flips (possibly biased) and one shared memory event, which is a read or a write to some register. Processes may fail by crashing, in which case they do not take any further steps.

The system is asynchronous, meaning that the steps of processes are scheduled according to an adversary. This implies that there are no timing assumptions, and specifically no bounds on the time between two steps of a process, or between steps of different processes.

An algorithm is \( f \)-tolerant if it satisfies the requirements of a problem in a system where at most \( f \) processes can fail by crashing. In some cases we will require our algorithms to be wait-free, i.e., to be correct even if \( f = n - 1 \) processes may fail during an execution.

Since our algorithms are randomized, different assumptions on the power of the adversary may yield different results. Throughout most of this thesis, we assume that the interleaving of processes’ events is governed by a strong adversary that observes the results of the local coin flips before scheduling the next event; in particular, it may observe a coin-flip and, based on its outcome, choose whether or not that process may proceed with its next shared-memory operation.

The only exception to this is in the lower bound presented in Chapter 10, where we assume a weaker adversary. It is explicitly defined before being used.
The complexity measures we consider are the following. The total step complexity or total work of an algorithm is the expected total number of steps taken by all the processes during a worst-case execution of the algorithm. Similarly, the individual step complexity or individual work of an algorithm is the expected number of steps taken by any single process during a worst-case execution of the algorithm.

Following are the formal definitions of the main problems addressed.

**Definition 3.1** In a consensus algorithm, each process \( p_i \) has an input value \( x_i \), and should decide on an output value \( y_i \). An algorithm for solving randomized consensus satisfies the following requirements.

**Agreement:** For every two non-faulty processes \( p_i \) and \( p_j \), if \( y_i \) and \( y_j \) are assigned then \( y_i = y_j \).

**Validity:** For every non-faulty process \( p_i \), if \( y_i \) is assigned then \( y_i = x_j \) for some process \( p_j \).

**Termination:** With probability 1, every non-faulty process \( p_i \) eventually assigns a value to \( y_i \).

Note that the safety requirements of agreement and validity need to always hold, while termination only needs to hold with probability 1. The problem of set agreement is defined similarly, as follows.

**Definition 3.2** In an algorithm for solving \((\ell, k+1, n)\)-agreement each process \( p_i \) has an input value \( x_i \) in \( \{0, \ldots, k\} \) and should decide on an output value \( y_i \) such that the following conditions hold:

**Set Agreement:** There are at most \( \ell \) different outputs.

**Validity:** For every non-faulty process \( p_i \), if \( y_i \) is assigned then \( y_i = x_j \) for some process \( p_j \).

**Termination:** With probability 1, every non-faulty process \( p_i \) eventually assigns a value to \( y_i \).

We sometimes use the term set agreement without parameters for abbreviation. The particular case in which \( \ell = 1, k > 1 \) is the problem of multi-valued consensus, while in case \( \ell = k = 1 \) we have binary consensus.

For completeness, we redefine the notion of a shared-coin algorithm, as discussed in Chapter 1. In a shared-coin algorithm the processes do not have inputs and each process should output a value \(-1\) or \(+1\). The agreement parameter of a shared-coin algorithm is the maximal value \( \delta \) such that for every \( v \in \{-1, +1\} \), there is a probability of at least \( \delta \) that all processes output the same value \( v \).
Algorithm 3.1 A randomized consensus algorithm from a shared coin, code for $p_i$

Local variables: $r = 1$, $\text{decide} = \text{false}$, $\text{myValue} = \text{input}$,

\[
\text{myPropose} = [], \text{myCheck} = []
\]

Shared arrays: $\text{Propose}[0..1]$, $\text{Check}[][\text{agree}, \text{disagree}]$

1: while $\text{decide} == \text{false}$

2: \hspace{1em} $\text{Propose}[r][\text{myValue}] = \text{true}$

3: \hspace{1em} $\text{myPropose} = \text{collect}(\text{Propose}[r])$

4: \hspace{1em} if there is only one value in $\text{myPropose}$

5: \hspace{2em} $\text{Check}[r][\text{agree}] = (\text{true}, \text{myValue})$

6: \hspace{1em} else

7: \hspace{2em} $\text{Check}[r][\text{disagree}] = \text{true}$

8: \hspace{1em} $\text{myCheck} = \text{collect}(\text{Check}[r])$

9: \hspace{1em} if $\text{myCheck}[\text{disagree}] == \text{false}$

10: \hspace{2em} $\text{decide} = \text{true}$

11: \hspace{1em} else if $\text{myCheck}[\text{agree}] == (\text{true}, v)$

12: \hspace{2em} $\text{myValue} = v$

13: \hspace{1em} else if $\text{myCheck}[\text{agree}] == \text{false}$

14: \hspace{2em} $\text{myValue} = \text{sharedCoin}[r]$

15: \hspace{1em} $r = r + 1$

16: end while

17: return $\text{myValue}$

Algorithm 3.1 gives the framework of Aspnes and Herlihy [12] for deriving a randomized binary consensus algorithm from a shared coin called $\text{sharedCoin}$, with an agreement parameter $\delta$. It follows the presentation given by Saks, Shavit, and Woll [66]. However, the complexity is improved by using multi-writer registers, based on the construction of Cheung [34].

The basic idea is that agreement is easy to detect, while the main challenge is in obtaining it. The randomized consensus algorithm proceeds by (asynchronous) phases, in which the processes try to obtain agreement (sometimes using the shared coin) and then detect whether agreement has been reached. Each process $p$ writes its own preference to a shared array $\text{Propose}$, checks if the preferences agree on one value, and notes this in another shared array $\text{Check}$. If $p$ indeed sees
agreement, it also notes its preference in Check.

Process \( p \) then checks the agreement array \( \text{Check} \). If \( p \) does not observe a note of disagreement, it decides on the value of its preference. Otherwise, if there is a note of disagreement, but also a note of agreement, \( p \) adopts the value associated with the agreement notification as preference for the next phase. Finally, if there is only a notification of disagreement, the process participates in a shared-coin algorithm and prefers the output of the shared coin.

In every phase, it is guaranteed that only one value can be decided upon, and if some process decides then all others either decide as well or adopt this decision value for the next phase. Also, only one value can be adopted by processes for the next phase. This implies that for the processes to have different preferences for the next phase, it must be that at least one process executes the shared-coin algorithm. But with probability at least \( \delta \) all the processes that run the shared-coin algorithm output the same value. This is true even if other processes have adopted a value without participating in the shared-coin algorithm, since for each of the two values we have a probability \( \delta \) for agreeing on that value. Therefore, after the first phase, in which the preferences are given by the adversary, the number of phases until agreement is reached is a geometric random variable, and so its expectation is \( 1/\delta \).

For a complete proof, see Chapter 8, Section 8.1, where a generalized framework is presented, allowing to obtain a randomized set-agreement algorithm from a \textit{multi-sided shared coin}. 
Part I

Algorithms
Chapter 4

A Randomized Consensus Algorithm

As discussed in Chapter 1, Aspnes and Herlihy [12] have shown that a shared-coin algorithm with agreement parameter $\delta$, expected individual work $I$, and expected total work $T$, yields a randomized consensus algorithm with expected individual work $O(n + I/\delta)$ and expected total work $O(n^2 + T/\delta)$. Our randomized consensus algorithm is obtained by constructing a shared coin, as described and proved in the following section. For an explicit reduction from a randomized consensus algorithm to a shared coin algorithm, we refer the reader to Section 8.1, where a generalized and slightly improved framework is presented.

4.1 A Shared Coin with $O(n^2)$ Total Work

This section presents a randomized consensus algorithm with $O(n^2)$ total step complexity, by introducing a shared coin algorithm with a constant agreement parameter and $O(n^2)$ total step complexity. Using a shared coin algorithm with $O(n^2)$ total step complexity and a constant agreement parameter in the scheme of [12], implies a randomized consensus algorithm with $O(n^2)$ total step complexity.

As in previous shared coin algorithms [28, 66], in our algorithm the processes flip coins until the amount of coins that were flipped reaches a certain threshold. An array of $n$ single-writer multi-reader registers records the number of coins each process has flipped, and their sum. A process reads the whole array in order to track the total number of coins that were flipped.

Each process decides on the value of the majority of the coin flips it reads. Our goal is for the
processes to read similar sets of coins, in order to agree on the same majority value. For this to happen, we bound the total number of coins that are flipped (by any process) after some process observes that the threshold was exceeded. A very simple way to guarantee this property is to have processes frequently read the array in order to detect quickly that the threshold was reached. This, however, increases the total step complexity. Therefore, as in previous shared coin algorithms, we have to resolve the tradeoff between achieving a small total step complexity and a large (constant) agreement parameter.

The novel idea of our algorithm in order to overcome this conflict, is to utilize a multi-writer register called $done$ that serves as a binary termination flag; it is initialized to false. A process that detects that enough coins were flipped, sets $done$ to true. This allows a process to read the array only once in every $n$ of its local coin flips, but check the register $done$ before each local coin flip.

The pseudocode appears in Algorithm 4.1. In addition to the binary register $done$, it uses an array $A$ of $n$ single-writer multi-reader registers, each with the following components (all initialized to 0):

- **count**: how many flips the process performed so far.
- **sum**: the sum of coin flips values so far.

Each process keeps a local copy $a$ of the array $A$. The collect operation in lines 6 and 8 is an abbreviation for $n$ read operations of the array $A$.

For the proof, fix an execution $\alpha$ of the algorithm. We will show that all processes that terminate agree on the value 1 for the shared coin with constant probability; by symmetry, the same probability holds for agreeing on $-1$, which implies that the algorithm has a constant agreement parameter.

The total count of a specific collect is the sum of $a[1].count, \ldots, a[n].count$, as read in this collect. Note that the total count in Line 8 is ignored, but it can still be used for the purpose of the proof.

Although the algorithm only maintains the counts and sums of coin flips, we can (externally) associate them with the set of coin flips they reflect; we denote by $F_C$ the collection of core coin flips that are written in the shared memory by the first time that true is written to $done$. The size of $F_C$ can easily be bounded, since each process flips at most $n$ coins before checking $A$.

**Lemma 4.1** $F_C$ contains at least $n^2$ coins and at most $2n^2$ coins.
Algorithm 4.1 Shared coin algorithm: code for process $p_i$.

local integer $num$, initially 0
array $a[1..n]$

1: while not $done$ do
2: $num++$  // a fair local coin
3: $flip = \text{random}(-1, +1)$  
4: $A[i].\langle count, sum\rangle = \langle count + +, sum + flip\rangle$  
5: if $num == 0 \mod n$ then  
6: $a = \text{collect A}$  // n read operations
7: if $a[1].count + ... + a[n].count \geq n^2$ then $done = true$  // raise termination flag
end while
8: $a = \text{collect A}$  // n read operations
9: return $\text{sign}(\sum_{j=1}^{n} a[j].sum)$  // return $+1$ or $-1$, depending on the majority value of the coin flips

Proof: Clearly, true is written to $done$ in line 7 only if the process reads at least $n^2$ flips, therefore $|F_C| \geq n^2$. Consider the point in the execution after $n^2$ coins were written. Each process can flip at most $n$ more coins until reaching line 7, and then it writes true to $done$. Therefore when true is written to $done$ there are at most $2n^2$ coins written, and $|F_C| \leq 2n^2$.

For a set of coins $F$ we let $Sum(F)$ be the sum of the coins in $F$. We denote by $F_i$ the set of coin flips read by the collect of process $p_i$ in Line 8. This is the set according to which the process $p_i$ decides on its output, i.e., $p_i$ returns $Sum(F_i)$. Since each process may flip at most one more coin after true is written to $done$, we can show:

Lemma 4.2 For every $i$, $F_C \subseteq F_i$, and $F_i \setminus F_C$ contains at most $n - 1$ coins.

Proof: Note that the collect of any process $p_i$ in Line 8 starts after true is written to $done$. Hence, $F_i$ contains $F_C$.

After true is written to $done$, each process (except the process that had written true to $done$) can flip at most one more coin before reading that $done$ is true in Line 1. Therefore, the set of coins that are written when the process reads Line 8 is the set of coins that were written when true was written to $done$ (which is $F_C$), plus at most $n - 1$ additional coins.
We now show that there is at least a constant probability that $\text{Sum}(F_C) \geq n$. In this case, by Lemma 4.2, all processes that terminate agree on the value 1, since $F_i$ contains at most $n - 1$ additional coins.

We partition the execution into three phases. The first phase ends when $n^2$ coins are written. After every coin is written there may be up to $n - 1$ additional coins that are already flipped but not yet written. The adversary has a choice whether to allow each of these coins to be written. We assume an even stronger adversary that can choose the $n^2$ written coins out of $n^2 + n - 1$ coins that were flipped. The second phase ends when true is written to done. In the third phase, each process reads the whole array $A$ and returns a value for the shared coin. (See Figure 4.1.)

Since $F_C$ is the set of coins written when done is set to true, then it is exactly the set of coins written in the first and second phases. Let $F_{first}$ be the first $n^2$ coins that are written, and $F_{second} = F_C \setminus F_{first}$. This implies that $\text{Sum}(F_C) = \text{Sum}(F_{first}) + \text{Sum}(F_{second})$. Therefore, we can bound (from below) the probability that $\text{Sum}(F_C) \geq n$ by bounding the probabilities that $\text{Sum}(F_{first}) \geq 3n$ and $\text{Sum}(F_{second}) \geq -2n$.

Consider the sum of the first $n^2 + n - 1$ coin flips. After these coins are flipped, the adversary has to write at least $n^2$ of them, which will be the coins in $F_{first}$. If the sum of the first $n^2 + n - 1$ coin flips is at least $4n$ then $\text{Sum}(F_{first}) \geq 3n$. We bound the probability that this happens using the Central Limit Theorem.

**Lemma 4.3** The probability that $\text{Sum}(F_{first}) \geq 3n$ is at least $\frac{1}{8\sqrt{2\pi}}e^{-8}$.

**Proof:** There are $N = n^2 + n - 1$ coins flipped when $n^2$ coins are written to $F_{first}$. By the Central Limit Theorem, the probability for the sum of these coins to be at least $x\sqrt{N}$, converges to $1 - \Phi(x)$, where $\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-\frac{1}{2}y^2} dy$ is the normal distribution function. By [40, Chapter VII], we have $1 - \Phi(x) > (\frac{1}{x} - \frac{1}{x^3}) \frac{1}{\sqrt{2\pi}}e^{-\frac{1}{2}x^2}$. Substituting $x = 4$ we have that with probability
at least \( \frac{1}{8\sqrt{2\pi}}e^{-8} \) the sum of these \( N \) coins is at least \( 4\sqrt{N} \), which is more than \( 4n \), and hence \( \text{Sum}(F_{\text{first}}) \geq 3n \). 

We now need to bound \( \text{Sum}(F_{\text{second}}) \). Unlike \( F_{\text{first}} \), whose size is determined, the adversary may have control over the number of coins in \( F_{\text{second}} \), and not only over which coins are in it. However, by Lemma 4.1 we have \( |F_C| \leq 2n^2 \), therefore \( |F_{\text{second}}| \leq n^2 \), which implies that \( F_{\text{second}} \) must be some prefix of \( n^2 \) additional coin flips. We consider the partial sums of these \( n^2 \) additional coin flips, and show that with high probability, all these partial sums are greater than \(-2n\), and therefore in particular \( \text{Sum}(F_{\text{second}}) > -2n \).

Formally, for every \( i, 1 \leq i \leq n^2 \), let \( X_i \) be the \( i \)-th additional coin flip, and denote \( S_j = \sum_{i=1}^{j} X_i \). Since \( |F_{\text{second}}| \leq n^2 \), there exist \( k, 1 \leq k \leq n^2 \), such that \( S_k = \text{Sum}(F_{\text{second}}) \). If \( S_j > -2n \) for every \( j, 1 \leq j \leq n^2 \), then specifically \( \text{Sum}(F_{\text{second}}) = S_k > -2n \).

The bound on the partial sums is derived using Kolmogorov’s inequality.

Kolmogorov’s Inequality [40, Chapter IX] Let \( X_1, \ldots, X_m \) be independent random variables such that \( \text{Var}[X_i] < \infty \) for every \( i, 1 \leq i \leq m \), and let \( S_j = \sum_{i=1}^{j} X_i \) for every \( j, 1 \leq j \leq m \). Then for every \( \lambda > 0 \), the probability that

\[
|S_j - E[S_j]| < \lambda \sqrt{\text{Var}[S_m]} , \text{ for all } j, 1 \leq j \leq m,
\]

is at least \( 1 - \lambda^{-2} \).

Lemma 4.4 The probability that \( S_j > -2n \) for all \( j, 1 \leq j \leq n^2 \), is at least \( \frac{3}{4} \).

Proof: The results of the \( n^2 \) coin flips are independent random variables \( X_1, \ldots, X_{n^2} \), with \( E[X_i] = 0 \) and \( \text{Var}[X_i] = 1 \), for every \( i, 1 \leq i \leq n^2 \).

Since \( S_j \) is the sum of \( j \) independent random variables, its expectation is \( E[S_j] = \sum_{i=1}^{j} E[X_i] = 0 \), and its variance is \( \text{Var}[S_j] = \sum_{i=1}^{j} \text{Var}[X_i] = j \).

Kolmogorov’s inequality implies that \( |S_j| < 2n \) (and hence \( S_j > -2n \)), for all \( j, 1 \leq j \leq n^2 \), with probability at least \( \frac{3}{4} \).

This bounds the probability of agreeing on the same value for the shared coin as follows.

Lemma 4.5 Algorithm 4.1 is a shared coin algorithm with agreement parameter \( \delta = \frac{3}{32\sqrt{2\pi}}e^{-8} \).
Proof: By Lemma 4.3, the probability that \( \text{Sum}(F_{\text{first}}) \geq 3n \) is at least \( \frac{1}{8\sqrt{2\pi}} e^{-8} \), and by Lemma 4.4, the probability that \( \text{Sum}(F_{\text{second}}) \geq -2n \) is at least \( \frac{3}{4} \). Since \( \text{Sum}(F_C) = \text{Sum}(F_{\text{first}}) + \text{Sum}(F_{\text{second}}) \), this implies that the probability that \( \text{Sum}(F_C) \geq n \) is at least \( \frac{3}{32\sqrt{2\pi}} e^{-8} \).

By Lemma 4.2, for every \( i \), \( F_i \setminus F_C \) contains at most \( n - 1 \) coins, which implies that if \( \text{Sum}(F_C) \geq n \) then \( \text{Sum}(F_i) \geq 1 \), and therefore if \( p_i \) terminates, then it will decide 1. Hence, with probability at least \( \frac{3}{32\sqrt{2\pi}} e^{-8} \), \( \text{Sum}(F_C) \geq n \) and all processes which terminate agree on the value 1.

By symmetry, all processes that terminate agree on the value \(-1\) with at least the same probability.

Clearly, Algorithm 4.1 flips \( O(n^2) \) coins. Moreover, all work performed by processes in reading the array \( A \) can be attributed to coin flips. This can be used to show that Algorithm 4.1 has \( O(n^2) \) total step complexity.

**Lemma 4.6** Algorithm 4.1 has \( O(n^2) \) total step complexity.

**Proof:** We begin by counting operations that are not part of a collect. There are \( O(1) \) such operations per local coin flip, and by Lemmas 4.1 and 4.2 there are at most \( 2n^2 + n - 1 \) local coin flips, implying \( O(n^2) \) operations that are not part of a collect.

Each collect performed by \( p_i \) in Line 6, can be associated with the \( n \) local coins that can be flipped by \( p_i \) before it. By Lemma 4.1, there are at most \( 2n^2 \) coins in \( F_C \), i.e. at most \( 2n^2 \) coin flips during the first and second phases of the algorithm. Therefore, during these phases there can be at most \( 2n^2 n = 2n \) collects performed by processes in Line 6. In the third phase, every process may perform another collect in Line 6, and another collect in Line 8, yielding at most \( 2n \) additional collects. Thus, there are at most \( 4n \) collects performed during the algorithm, yielding a total of \( O(n^2) \) steps.

Using Algorithm 4.1 in the scheme of [12] (see also Algorithm 8.1 in Section 8.1) yields a randomized consensus algorithm. Informally, the scheme uses single-writer registers in which the processes update their preferences (starting with their inputs), and allows the processes to collect the values of these registers in order to detect agreement. If fast processes agree then they
decide their preference and a slow process also adopts it, otherwise a process changes its preference according to the result of the shared coin. Given a shared coin algorithm with agreement parameter $\delta$ and step complexity $T$, the scheme yields a randomized consensus algorithm with $O(\delta^{-1}T)$ expected step complexity. This implies the next theorem:

**Theorem 4.7** There is a randomized consensus algorithm with $O(n^2)$ total step complexity.
Chapter 5

Combining Shared Coins

In this chapter we show how to combine shared-coin algorithms into a shared coin that integrates their complexity measures. We begin by carefully defining the choices of our strong adversary.

A configuration consists of the local states of all processes, and the values of all the registers. Since we consider randomized algorithms with a strong adversary, we partition the configurations into two categories $C_{\text{alg}}$ and $C_{\text{adv}}$. In configurations $C \in C_{\text{alg}}$ there is a process waiting to flip a local coin, and in configurations $C \in C_{\text{adv}}$ all processes are pending to access the shared memory.

For each configuration $C \in C_{\text{alg}}$ where $p_i$ is about to flip a local coin there is a fixed probability space for the result of the coin, which we denote by $X_{C_i}$. An element $y \in X_C$ with probability $\Pr[y]$ represents a possible result of the local coin flip of $p_i$ from the configuration $C$. If there is more than one process that is waiting to flip a coin in $C$, then we fix some arbitrary order of flipping the local coins, for example according to the process identifiers. In this case, $p_i$ will be the process with the smallest identifier that is waiting to flip a coin in $C$. The next process will flip its coin only from the resulting configuration.

We can now define the strong adversary formally, as follows. For every configuration $C \in C_{\text{alg}}$ the adversary lets a process $p_i$, with the smallest identifier, flip its local coin. For every configuration $C \in C_{\text{adv}}$, the adversary $\sigma$ picks an arbitrary process to take a step which accesses the shared memory. Having the adversary wait until all processes flip their current coins does not restrict the adversary’s power, since any adversary that makes a decision before scheduling some pending coin-flip, can be viewed as one that schedules the pending coin-flip but ignores its outcome until after making that decision.
Algorithm 5.1 Interleaving shared coin algorithms $A$ and $B$: code for process $p_i$.

1: while true do
2:    take a step in algorithm $A$
3:    if terminated in $A$ by returning $v$ then return $v$ // local computation
4:    take a step in algorithm $B$
5:    if terminated in $B$ by returning $v$ then return $v$ // local computation

5.1 Interleaving shared-coin algorithms

Let $A$ and $B$ be two shared-coin algorithms. Interleaving $A$ and $B$ is done by performing a loop in which the process executes one step of each algorithm (see Algorithm 5.1). When one of the algorithms terminates, returning some value $v$, the interleaved algorithm terminates as well, and returns the same value $v$.

We denote by $\delta_A$ and $\delta_B$ the agreement parameters of algorithm $A$ and algorithm $B$, respectively.

We next show that the agreement parameter of the interleaved algorithm is the product of the agreement parameters of algorithms $A$ and $B$. The idea behind the proof is that since different processes may choose a value for the shared coin based on either of the two algorithms, for all processes to agree on some value $v$ we need all processes to agree on $v$ in both algorithms. In order to deduce an agreement parameter which is the product of the two given agreement parameters, we need to show that the executions of the two algorithms are independent, in the sense that the adversary cannot gain any additional power out of running two interleaved algorithms.

In general, it is not obvious that the agreement parameter of the interleaved algorithm is the product of the two given agreement parameters. In each of the two algorithms it is only promised that there is a constant probability that the adversary cannot prevent a certain outcome, but in the interleaved algorithm the adversary does not have to decide in advance which outcome it tries to prevent from a certain algorithm, since it may depend on how the other algorithm proceeds. For example, it suffices for the adversary to have the processes in one algorithm agree on $0$ and have the processes in the other algorithm agree on $1$.

The first theorem assumes that one of the algorithms always terminates within some fixed bound on the number of steps, and not only with probability 1. We later extend this result to hold
for any pair of shared coin algorithms.

**Theorem 5.1** If algorithm \( A \) always terminates within some fixed bound on the number of steps, then the interleaving of algorithms \( A \) and \( B \) has agreement parameter \( \delta \geq \delta_A \cdot \delta_B \).

**Proof:** Since algorithm \( A \) always terminates within some fixed bound on the number of steps, the interleaved algorithm also terminates within some fixed bound on the number of steps (at most twice as many). We define the probability of reaching agreement on the value \( v \) for every configuration \( C \) in one of the algorithms, by backwards induction, as follows.

With every configuration \( C \), we associate a value \( s \) that is the maximal number of steps taken by all the processes from configuration \( C \), over all possible adversaries and all results of the local coin flips, until they terminate in the interleaved algorithm (by terminating either in \( A \) or in \( B \)). Since algorithm \( A \) always terminates within some fixed bound on the number of steps, \( s \) is well defined.

We denote by \( C|_A \) the projection of the configuration \( C \) on algorithm \( A \). That is, \( C|_A \) consists of the local states referring to algorithm \( A \) of all processes, and the values of the shared registers of algorithm \( A \). Similarly we denote by \( C|_B \) the projection of \( C \) on algorithm \( B \).

We denote by \( S_C \) the set of adversaries possible from a configuration \( C \). We consider a partition of \( S_C \) into \( S^A_C \) and \( S^B_C \), which are the set of adversaries from configuration \( C \) whose next step is in algorithm \( A \) and \( B \), respectively.

We define the probability \( \Pr_v[C] \) for agreeing in the interleaved algorithm by induction on \( s \). In a configuration \( C \) for which \( s = 0 \), all processes terminate in the interleaved algorithm, by terminating either in \( A \) or in \( B \). We define \( \Pr_v[C] \) to be 1 if all the processes decide \( v \), and 0 otherwise. Let \( C \) be any other configuration. If \( C \in C_{adv} \), then:

\[
\Pr_v[C] = \min_{\sigma \in S_C} \Pr_v[C^\sigma],
\]

where \( C^\sigma \) is the resulting configuration after scheduling one process, according to the adversary \( \sigma \), to access the shared memory\(^1\). If \( C \in C_{alg} \), then:

\[
\Pr_v[C] = \sum_{y \in X^C_C} \Pr[y] \cdot \Pr_v[C^y],
\]

\(^1\)Notice that the minimum of the probabilities over all adversaries in \( S_C \) is well defined, since \( S_C \) is always finite because there is a fixed bound on the number of steps in algorithm \( A \) and a finite number of processes.
where \( p_i \) is the process waiting to flip a local coin in the configuration \( C \) and \( C^y \) is the resulting configuration after the coin is flipped. Notice that for the initial configuration \( C_I \), we have that
\[
\delta = \min_v \Pr_v[C_I].
\]

In order to prove the theorem, we use \( \Pr^A_v[C] \) (and similarly \( \Pr^B_v[C] \)) for a configuration \( C \) in the interleaved algorithm, which is the probability that starting from \( C \), all the processes that terminate by terminating in algorithm \( A \) (algorithm \( B \)) agree on the value \( v \).

We define these probabilities formally by induction on \( s \). We only state the definition of \( \Pr^A_v[C] \); the definition of \( \Pr^B_v[C] \) is analogous. Notice that \( \Pr^A_v[C] \) depends only on the projection \( C|_A \) of configuration \( C \) on algorithm \( A \), and on the possible adversaries in \( S^A_C \). For a configuration \( C \) in which \( s = 0 \), all the processes have terminated in the interleaved algorithm. We define \( \Pr^A_v[C] \) to be 1 if all the processes that terminated by terminating in algorithm \( A \) agree on the value \( v \), and 0 otherwise (in the latter case there is at least one process that terminated by terminating in algorithm \( A \), but did not decide on the value \( v \)).

Let \( C \) be any other configuration, i.e., with \( s > 0 \). If \( C \in C_{adv} \), then:
\[
\Pr^A_v[C] = \Pr^A_v[C|_A, S^A_C] = \min_{\sigma \in S^A_C} \Pr^A_v[C^\sigma|_A, S^A_{C^\sigma}],
\]
where \( C^\sigma \) is the resulting configuration after scheduling one process, according to the adversary \( \sigma \), to access the shared memory. If \( C \in C_{alg} \), then:
\[
\Pr^A_v[C] = \Pr^A_v[C|_A, S^A_C] = \sum_{y \in X^C} \Pr[y] \cdot \Pr^A_v[C^y|_A, S^A_{C^y}],
\]
where \( p_i \) is the process waiting to flip a local coin in the configuration \( C \) and \( C^y \) is the resulting configuration after the coin is flipped.

We now claim that for every configuration \( C \), \( \Pr_v[C] \geq \Pr^A_v[C] \cdot \Pr^B_v[C] \); the proof is by induction on \( s \).

**Base case:** If \( s = 0 \), then all processes have terminated in the interleaved algorithm. Processes agree on \( v \) if and only if every process decides \( v \), whether it terminates in \( A \) or in \( B \), therefore
\[
\Pr_v[C] = \Pr^A_v[C] \cdot \Pr^B_v[C].
\]

**Induction step:** Assume the claim holds for any configuration \( C' \) with at most \( s - 1 \) steps remaining to termination under any adversary. Let \( C \) be a configuration with at most \( s \) steps until termination under any adversary. We consider two cases according to the type of \( C \).
If \( C \in C_{\text{adv}} \), then:

\[
\Pr_v[C] = \min_{\sigma \in S_C} \Pr_v[C^\sigma] = \min \left\{ \min_{\sigma \in S_C^A} \Pr_v[C | A, S_{C^\sigma}], \min_{\sigma \in S_C^B} \Pr_v[C | B, S_{C^\sigma}] \right\},
\]

By the induction hypothesis on the configuration \( C^\sigma \), with one step less to termination, we get:

\[
\Pr_v[C] = \min \left\{ \min_{\sigma \in S_C^A} \left( \Pr_v^A[C^\sigma] \cdot \Pr_v^B[C^\sigma] \right), \min_{\sigma \in S_C^B} \left( \Pr_v^A[C^\sigma] \cdot \Pr_v^B[C^\sigma] \right) \right\} = \min \left\{ \min_{\sigma \in S_C^A} \left( \Pr_v^A[C^\sigma | A, S_{C^\sigma}] \cdot \Pr_v^B[C^\sigma | B, S_{C^\sigma}] \right), \min_{\sigma \in S_C^B} \left( \Pr_v^A[C^\sigma | A, S_{C^\sigma}] \cdot \Pr_v^B[C^\sigma | B, S_{C^\sigma}] \right) \right\}
\]

where the second equality follows by the definition of \( \Pr_v^A[C^\sigma] \) and \( \Pr_v^B[C^\sigma] \). If the step taken from \( C \) by \( \sigma \) is in algorithm \( A \) then \( C^\sigma | B = C | B \). Moreover, \( S_{C^\sigma}^B \subseteq S_C^B \), because a process may terminate in algorithm \( A \) and be unavailable for scheduling. Therefore we have

\[
\Pr_v^B[C^\sigma | B, S_{C^\sigma}^B] \geq \Pr_v^B[C | B, S_C^B].
\]

Similarly, if the step taken from \( C \) by \( \sigma \) is in algorithm \( B \) then \( \Pr_v^A[C^\sigma | A, S_{C^\sigma}^A] \geq \Pr_v^A[C | A, S_C^A] \).

Thus,

\[
\Pr_v[C] \geq \min \left\{ \min_{\sigma \in S_C} \left( \Pr_v^A[C^\sigma | A, S_{C^\sigma}^A] \cdot \Pr_v^B[C^\sigma | B, S_{C^\sigma}^B] \right), \min_{\sigma \in S_C} \left( \Pr_v^A[C^\sigma | A, S_{C^\sigma}^A] \cdot \Pr_v^B[C^\sigma | B, S_{C^\sigma}^B] \right) \right\} = \min \left\{ \Pr_v^B[C | B, S_C^B], \Pr_v^A[C | A, S_{C^\sigma}^A] \cdot \Pr_v^B[C | B, S_{C^\sigma}^B] \right\} = \min \left\{ \Pr_v^B[C], \Pr_v^A[C] \cdot \Pr_v^B[C] \right\} = \Pr_v^A[C] \cdot \Pr_v^B[C],
\]

which completes the proof of the claim that \( \Pr_v[C] \geq \Pr_v^A[C] \cdot \Pr_v^B[C] \) for a configuration \( C \in C_{\text{adv}} \).

If \( C \in C_{\text{alg}} \), with process \( p_i \) waiting to flip a local coin, then:

\[
\Pr_v[C] = \sum_{y \in X_F^C} \Pr[y] \cdot \Pr_v[C^y]
= \sum_{y \in X_C^C} \Pr[y] \cdot \Pr_v^A[C^y] \cdot \Pr_v^B[C^y]
= \sum_{y \in X_C^C} \Pr[y] \cdot \Pr_v^A[C^y | A, S_{C^y}^A] \cdot \Pr_v^B[C^y | B, S_{C^y}^B],
\]
by the induction hypothesis on the configuration $C^y$, with one step less to termination. If the coin of $p_i$ is in algorithm $A$, then $C^y|_B = C|_B$. Moreover, $S^B_{C^y} \subseteq S^B_C$, because a process may terminate in algorithm $A$ and be unavailable for scheduling. Therefore we have $\Pr_v^B[C^y|_B, S^B_{C^y}] \geq \Pr_v^B[C|_B, S^B_C]$. Similarly, if the coin of $p_i$ is in algorithm $B$ then $\Pr_v^A[C^y|_A, S^A_{C^y}] \geq \Pr_v^A[C|_A, S^A_C]$. Assume, without loss of generality, that the coin is in algorithm $A$, thus,

$$\Pr_v^C \geq \sum_{y \in X^C} \Pr[y] \cdot \Pr_v^A[C^y|_A, S^A_{C^y}] \cdot \Pr_v^B[C|_B, S^B_C]$$

$$= \Pr_v^B[C|_B, S^B_C] \left( \sum_{y \in X^C} \Pr[y] \cdot \Pr_v^A[C^y|_A, S^A_{C^y}] \right)$$

$$= \Pr_v^B[C] \cdot \Pr_v^A[C],$$

which completes the proof of the claim that $\Pr_v^C \geq \Pr_v^A[C] \cdot \Pr_v^B[C]$ for a configuration $C \in C_{\text{alg}}$.

The theorem follows by applying the claim to the initial configuration $C_I$, to get that $\Pr_v[C_I] \geq \Pr_v^A[C_I] \cdot \Pr_v^B[C_I]$. Notice again that in the interleaved algorithm, the adversary is slightly more restricted in scheduling processes to take steps in algorithm $A$ than it is in algorithm $A$ itself, since a process might terminate in algorithm $B$ and be unavailable for scheduling. This only reduces the power of the adversary, implying that $\Pr_v^A[C_I] \geq \delta_A$. The same applies for algorithm $B$ and hence $\Pr_v^B[C_I] \geq \delta_B$. Therefore we have that $\Pr_v[C_I] \geq \Pr_v^A[C_I] \cdot \Pr_v^B[C_I] \geq \delta_A \cdot \delta_B$, for every $v \in \{0, 1\}$, which completes the proof since $\delta = \min_v \Pr_v[C_I]$.

When neither algorithm $A$ nor algorithm $B$ have a bound on the number of steps until termination, the same result is obtained by considering truncated algorithms. In a truncated algorithm $A_h$, we stop the original algorithm $A$ after at most $h$ steps, for some finite number $h$, and if not all processes have terminated then we regard this execution as one that does not agree on any value. This only restricts the algorithm, so the agreement parameter of a truncated algorithm is at most the agreement parameter of the original algorithm, i.e., $\delta_{A_h} \leq \delta_A$.

For any shared coin algorithm, we define $Pr_v^h[C_I]$ to be the probability that all the processes terminate and decide $v$ within at most $h$ steps from the initial configuration $C_I$. This is exactly the probability $\Pr_v[C_I]$ of the truncated algorithm $A_h$. The next lemma proves that the probabilities $\Pr_v^h[C_I]$ tend to the probability $\Pr_v[C_I]$, as $h$ goes to infinity.

**Lemma 5.2** $\Pr_v[C_I] = \lim_{h \to \infty} Pr_v^h[C_I]$. 
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Proof: For every \( h \), let \( Y_h \) be the event that all the processes terminate and decide \( v \) within at most \( h \) steps from the initial configuration \( C_I \). By this definition, we have \( \Pr[Y_h] = \Pr^h_v[C_I] \), and \( \Pr[\bigcup_{h=1}^{\infty} Y_h] = \Pr_v[C_I] \).

It is easy to see that the sequence of events \( Y_1, Y_2, \ldots \) is a monotone increasing sequence of events, i.e., \( Y_1 \subseteq Y_2 \subseteq \cdots \), therefore the limit \( \lim_{h \to \infty} \Pr[Y_h] \) exists, and by [45, Lemma 5, p. 7] we have \( \Pr[\bigcup_{h=1}^{\infty} Y_h] = \lim_{h \to \infty} \Pr[Y_h] \). This implies that \( \Pr_v[C_I] = \lim_{h \to \infty} \Pr^h_v[C_I] \).

We use the above limit to show that we can truncate an algorithm to get as close as desired to the agreement parameter by a bounded algorithm.

**Lemma 5.3** In a shared coin algorithm with agreement parameter \( \delta \), for every \( \epsilon > 0 \) there is an integer \( h_\epsilon \) such that \( \Pr^h_v[C_I] \geq \delta - \epsilon \).

**Proof:** Assume, towards a contradiction, that for every \( h \) we have \( \Pr^h_v[C_I] < \delta - \epsilon \). Since \( \Pr_v[C_I] \) is the probability that all the processes terminate and decide \( v \) (without a bound on the number of steps), this implies that

\[
\Pr_v[C_I] = \lim_{h \to \infty} \Pr^h_v[C_I] \leq \delta - \epsilon < \delta,
\]

which completes the proof.

We can now truncate the shared coin algorithm \( A \) after a finite number of steps as a function of \( \epsilon \), and use Theorem 5.1 to get an interleaved algorithm with agreement parameter \( \delta_{A_{h_\epsilon}} \cdot \delta_B \geq (\delta_A - \epsilon) \cdot \delta_B \).

By truncating algorithm \( A \) we only restrict the interleaved algorithm (as we only restrict algorithm \( A \)), and therefore we have that by interleaving algorithms \( A \) and \( B \) we obtain an agreement parameter \( \delta \) that is at least \( (\delta_A - \epsilon) \cdot \delta_B \) for every \( \epsilon > 0 \), which implies that \( \delta \geq \delta_A \cdot \delta_B \), and gives the following theorem.

**Theorem 5.4** The interleaving of algorithms \( A \) and \( B \) has agreement parameter \( \delta \geq \delta_A \cdot \delta_B \).
5.2 Applications

5.2.1 Shared Coin Using Single-Writer Registers

We obtain a shared-coin algorithm using only single-writer registers that has both $O(n^2 \log n)$ total work and $O(n \log^2 n)$ individual work, by interleaving the algorithm from [28] and the algorithm from [13].

For two shared-coin algorithms $A$ and $B$, we denote by $T_A(n)$ and $I_A(n)$ the total and individual work, respectively, of algorithm $A$, and similarly denote $T_B(n)$ and $I_B(n)$ for algorithm $B$. We now argue that the total and individual step complexities of the interleaved algorithm are the minima of the respective complexities of algorithms $A$ and $B$.

**Lemma 5.5** The interleaving of algorithms $A$ and $B$ has an expected total work of

\[ 2 \min\{T_A(n), T_B(n)\} + n, \]

and an expected individual work of

\[ 2 \min\{I_A(n), I_B(n)\} + 1. \]

**Proof:** We begin by proving the claim regarding the total work. After at most $2T_A(n) + n$ total steps are executed by the adversary, at least $T_A(n)$ of them are in algorithm $A$, and hence all the processes have terminated in Algorithm $A$, and have therefore terminated in the interleaved algorithm. The same applies to Algorithm $B$. Therefore the interleaved algorithm has a total work of $2 \min\{T_A(n), T_B(n)\} + n$.

We now prove the bound on the individual work. Consider any process $p_i$. After at most $2I_A(n) + 1$ total steps of $p_i$ are executed by the adversary, at least $I_A(n)$ of them are in algorithm $A$, and hence the process $p_i$ has terminated in Algorithm $A$, and has therefore terminated in the interleaved algorithm. The same applies to Algorithm $B$. This is true for all the processes, therefore the interleaved algorithm has an individual work of $2 \min\{T_A(n), T_B(n)\} + 1$. 

Applying Lemma 5.5 and Theorem 5.1 to an interleaving of the algorithms of [28] and [13], yields:

**Theorem 5.6** There is a shared-coin algorithm with a constant agreement parameter, with $O(n^2 \log n)$ total work and $O(n \log^2 n)$ individual work, using single-writer multi-reader registers.
5.2.2 Shared Coin for Different Levels of Resilience

In this section we discuss the interleaving done by Saks, Shavit, and Woll [66]. They presented the following three shared-coin algorithms, all having a constant agreement parameter. The complexity measure they consider is of time units: one time unit is defined to be a minimal interval in the execution of the algorithm during which each non-faulty processor executes at least one step.

The first algorithm takes $O\left(\frac{n^3}{n-f}\right)$ time, where $f$ is the number of faulty processes. It is wait-free, i.e., it can tolerate $f = n - 1$ faulty processes. This is done by having each process repeatedly flip a local coin and write it into an array, then collect the array to see if at least $n^2$ coins were already flipped. Once a process observes that enough coins were flipped, it terminates and decides on the majority of all the coins it collected. The individual work of the first algorithm is in $O(n^3)$, since in the worst case, the process does all the work by itself.

The second algorithm takes $O(\log n)$ time in executions with at most $f = \sqrt{n}$ faulty processes, but may not terminate otherwise. This is done by having each process flip one local coin and write it into an array, then repeatedly scan the array until it observes that at least $n - \sqrt{n}$ coins were already flipped. It then terminates and decides on the majority of all the coins it collected.

In the third algorithm there is one predetermined process that flips one local coin and writes the result into a shared memory location. The other processes repeatedly read that location until they see it has been written into, and then decide that value. This takes $O(1)$ time in failure-free executions, but may not terminate otherwise.

Theorem 5.1 shows that the interleaving of these three algorithms gives a shared coin algorithm with a constant agreement parameter. Technically, we apply the theorem twice, first to interleave the first algorithm (which is bounded) and the second algorithm; then we interleave the resulting algorithm (which is bounded) with the third algorithm.

The interleaving of all three algorithms enjoys all of the above complexities, by an argument similar to Lemma 5.5, which yields the following theorem.

**Theorem 5.7** There is a shared-coin algorithm with a constant agreement parameter, which takes $O\left(\frac{n^3}{n-f}\right)$ time in any execution, $O(\log n)$ time in executions with at most $f = \sqrt{n}$ failures, and $O(1)$ time in failure-free executions, using single-writer multi-reader registers.

This can of course be further improved by replacing the first algorithm with the algorithm of
Section 5.2.1 or with the algorithm of Aspnes and Censor [11], if multi-writer registers can be employed.
Chapter 6

Polylogarithmic Concurrent Data Structures from Monotone Circuits

All of the known shared coins mentioned in Chapter 2 are essentially based on a majority voting mechanism, which varies in the way the votes are collected and the way termination is detected. The number of votes needed is mainly influenced by the ability of the strong adversary to delay $n - 1$ votes in between the collection of votes performed by different processes, since our goal is to provide a large (usually constant) probability of processes seeing the same value of the majority. For example, in the shared coin we present in Chapter 4, $n^2$ votes are needed.

Detecting that the number of votes reached the desired threshold is a counting problem. The number of steps required for counting the votes induces a tradeoff in the design of shared-coin algorithms: on one hand the processes should not perform the counting procedure very often in order to reduce the step complexity, and on the other hand performing frequent counting allows the majorities seen by different processes to be similar, resulting in a good agreement parameter.

The simple counters used in previous shared coins were of $O(n)$ steps per counter-read operation, which implies that in order to obtain an individual step complexity of $O(n)$ for the shared coin (and hence for randomized consensus) only a constant number of counter-read operations can be invoked by each process. This, however, harms the attempt to have a constant agreement parameter.

Therefore, we are interested in wait-free implementations of counters and additional data structures, in which any operation on the data structure terminates within a sub-linear number of its
steps regardless of the schedule chosen by the adversary, i.e., the cost of the implementation is sub-linear.

We note that in this chapter we consider the set of processes to be \( P = \{p_0, \ldots, p_{n-1}\} \).

### 6.1 Max registers

Our basic data structure is a max register, which is an object \( r \) that supports a \( \text{WriteMax}(r, t) \) operation with an argument \( t \) that records the value \( t \) in \( r \), and a \( \text{ReadMax}(r) \) operation returning the maximum value written to the object \( r \). A max register may be either bounded or unbounded. For a bounded max register, we assume that the values it stores are in the range \( 0..(m-1) \), where \( m \) is the size of the register. We assume that any non-negative integer can be stored in an unbounded max register. In general, we will be interested in unbounded max registers, but will consider bounded max registers in some of our constructions and lower bounds.

One way to implement max registers is by using snapshots. Given a linear-time snapshot algorithm (e.g., [49]), a \( \text{WriteMax} \) operation for process \( p_i \) updates location \( a[i] \), while a \( \text{ReadMax} \) operation takes a snapshot of all locations and returns the maximum value. Assuming no bounds on the size of snapshot array elements, this gives an implementation of an unbounded max register with linear cost (in the number of processes \( n \)) for both \( \text{WriteMax} \) and \( \text{ReadMax} \). We show below how to build more efficient max registers: a recursive construction that gives costs logarithmic in the size of the register for both \( \text{WriteMax} \) and \( \text{ReadMax} \).

Note that another approach is to use \( f \)-arrays, as proposed by Jayanti [50]. An \( f \)-array is a data structure that supports computation of a function \( f \) over the components of an array. Instead of having a process take a snapshot of the array and then locally apply \( f \) to the result, Jayanti implements an \( f \)-array by having the write operations update a predetermined location according to the new value of \( f \), which requires a read operation to only read that location. This construction is then extended to a tree algorithm. For implementing an \( f \)-array of \( m \) registers, where \( f \) can be any common aggregate function, including the maximum value or the sum of values, this reduces the number of steps required to \( O(\log m) \) for a write operation, while a read operation takes \( O(1) \) steps. These implementations use LL/SC objects, while we restrict our base objects to multi-writer multi-reader registers.
In the remainder of this section we show how to construct a max register recursively from a
tree of increasingly large max registers. The resulting data structure can also be viewed as a tree
whose leaves represent the possible values that can be stored. However, the recursive description
facilitates the proof.

The smallest object is a trivial MaxReg₀ object, which is a max register r that supports only
the value 0. The implementation of MaxReg₀ requires zero space and zero step complexity:
WriteMax(r, 0) is a no-op, and ReadMax(r) always returns 0.

To get larger max registers, we combine smaller ones recursively (see Figure 6.1). The base
objects will consist of at most one snapshot-based max register as described earlier (used to limit
the depth of the tree in the unbounded construction) and a large number of trivial MaxReg₀ objects.
A recursive MaxReg object has three components: two MaxReg objects called r.left and r.right,
where r.left is a bounded max register of size m, and one 1-bit multi-writer register called r.switch.
The resulting object is a max register whose size is the sum of the sizes of r.left and r.right, or
unbounded if r.right is unbounded.

Writing a value t to r is by the WriteMax(r, t) procedure, in which the process writes the
value t to r.left if t < m and r.switch is off, or otherwise writes the value t − m to r.right and
sets the r.switch bit. Reading the maximal value is by the ReadMax(r) procedure, in which the
process returns the value it reads from r.left if r.switch is off, and otherwise returns the value it
reads from r.right plus m.

Figure 6.1: Implementing a max register.
Algorithm 6.1 WriteMax(r, t)
Shared variables: switch: a 1-bit multi-writer register, initially 0
                  left, a MaxReg object of size m, initially 0,
                  right, a MaxReg object of arbitrary size, initially 0
1: if \( t < m \)
2:  if \( r.\text{switch} == 0 \)
3:    WriteMax(r.left, t)
4: else
5:    WriteMax(r.right, \( t - m \))
6:    r.\text{switch} = 1

Algorithm 6.2 ReadMax(r)
Shared Variables: switch: a 1-bit multi-writer register, initially 0
                  left, a MaxReg object of size m, initially 0,
                  right, a MaxReg object of arbitrary size, initially 0
1: if \( r.\text{switch} == 0 \)
2:  return ReadMax(r.left)
3: else
4:  return ReadMax(r.right) + m

An important property of this implementation is that it preserves linearizability, as shown in the following lemma.

**Lemma 6.1** If \( r.\text{left} \) and \( r.\text{right} \) are linearizable max registers, then so is \( r \).

**Proof:** We assume that each of the MaxReg objects \( r.\text{left} \) and \( r.\text{right} \) is linearizable. Thus, we can associate each operation on them with one linearization point and treat these operations as atomic. In addition, we can associate each read or write to the register \( r.\text{switch} \) with a single linearization point since it is atomic.

We now consider a schedule of ReadMax(r) and WriteMax(r, t) operations. These consist of reads and writes to \( r.\text{switch} \) and of ReadMax and WriteMax operations on \( r.\text{left} \) and \( r.\text{right} \). We divide the operations on \( r \) into three categories:
• $C_{\text{left}}$: ReadMax($r$) operations that read 0 from $r.\text{switch}$, and WriteMax($r, t$) operations with $t < m$ that read 0 from $r.\text{switch}$.

• $C_{\text{right}}$: ReadMax($r$) operations that read 1 from $r.\text{switch}$, and WriteMax($r, t$) operations with $t \geq m$ (i.e., that write 1 to $r.\text{switch}$).

• $C_{\text{switch}}$: WriteMax($r, t$) operations with $t < m$ that read 1 from $r.\text{switch}$.

Inspection of the code shows that each operation on $r$ falls into exactly one of these categories. Notice that an operation is in $C_{\text{left}}$ if and only if it invokes an operation on $r.\text{left}$, an operation is in $C_{\text{right}}$ if and only if it invokes an operation on $r.\text{right}$, and an operation is in $C_{\text{switch}}$ if and only if it invokes no operation on $r.\text{left}$ or $r.\text{right}$. We order the operations by the following four rules:

1. We order all operations of $C_{\text{left}}$ before those of $C_{\text{right}}$. This preserves the execution order of non-overlapping operations between these two categories, since an operation that starts after an operation in $C_{\text{right}}$ finishes cannot be in $C_{\text{left}}$.

2. An operation $op$ in $C_{\text{switch}}$ is ordered at the latest time possible before any operation $op'$ that starts after $op$ finishes.

3. Within $C_{\text{left}}$ we order the operations according to the time at which they access $r.\text{left}$, i.e., by the order of their respective linearization points.

4. Within $C_{\text{right}}$ we order the operations according to the time at which they access $r.\text{right}$, i.e., by the order of their linearization points.

It is easy to verify that these rules are well-defined.

We first prove that these rules preserve the execution order of non-overlapping operations. For two operations in the same category this is clearly implied by rules 2–4. Since rule 1 shows that two operations from $C_{\text{left}}$ and $C_{\text{right}}$ are also properly ordered, it is left to consider the case that one operation is in $C_{\text{switch}}$ and the other is either in $C_{\text{left}}$ or in $C_{\text{right}}$. In this case, rule 2 implies that their order preserves the execution order.

We now prove that this order satisfies the specification of a max register, i.e., if a ReadMax($r$) operation $op$ returns $t$ then $t$ is the largest value written by operations on $r$ of type WriteMax that are ordered before $op$. This requires showing that there is a WriteMax($r, t$) operation $op_w$
ordered before $op$, and that there is no $WriteMax(r, t')$ operation $op_{w'}$ with $t' > t$ ordered before $op$.

This is obtained again by using the linearizability of the components. If $op$ returns a value $t < m$ (i.e., it is in $C_{\text{left}}$) then this is the value that is returned from its invocation $op'$ of $ReadMax(r.\text{left})$. By the linearizability of $r.\text{left}$, there is a $WriteMax(r.\text{left}, t)$ operation $op_{w'}$ ordered before $op'$ in the linearization of $r.\text{left}$. By rule 3, this implies that the $WriteMax(r, t)$ operation $op_w$ which invoked $op_{w'}$ is ordered before $op$. A similar argument for $r.\text{right}$ applies if $op$ returns a value $t \geq m$.

To prove that no operation of type $WriteMax$ with a larger value is ordered before $op$, we assume, towards a contradiction, that there is a $WriteMax(r, t')$ operation $op_{w'}$ with $t' > t$ that is ordered before $op$. If $op$ returns a value $t < m$ (i.e., it is in $C_{\text{left}}$) then $op_{w'}$ cannot be in $C_{\text{right}}$, otherwise it would be ordered after $op$, by rule 1. Moreover, $op_{w'}$ cannot be in $C_{\text{switch}}$, since rule 2 implies that $op$ starts after $op_{w'}$ finishes and hence must also read 1 from $r.\text{switch}$ which is a contradiction to $op \in C_{\text{left}}$. Therefore, $op_w \in C_{\text{left}}$, but this contradicts the linearizability of $r.\text{left}$. If $op$ returns a value $t \geq m$ (i.e., it is in $C_{\text{right}}$) then $op_{w'}$ cannot be in $C_{\text{left}}$ because $t' > t$. Moreover, $op_{w'}$ cannot be in $C_{\text{switch}}$, since $t' > t \geq m$. Therefore, $op_w$ is in $C_{\text{right}}$, which contradicts the linearizability of $r.\text{right}$. 

Using Lemma 6.1, we can build a max register whose structure corresponds to an arbitrary binary search tree, where each internal node of the tree is represented by a recursive max register and each leaf is a $\text{MaxReg}_0$, or, for the rightmost leaf, a $\text{MaxReg}_0$ or snapshot-based $\text{MaxReg}$ depending on whether we want a bounded or an unbounded max register. There are several natural choices, as we will discuss next.

### 6.1.1 Using a balanced binary search tree

To construct a bounded max register of size $2^k$, we use a balanced binary search tree. Let $\text{MaxReg}_k$ be a recursive max register built from two $\text{MaxReg}_{k-1}$ objects, with $\text{MaxReg}_0$ being the trivial max register defined previously. Then $\text{MaxReg}_k$ has size $2^k$ for all $k$. It is linearizable by induction on $k$, using Lemma 6.1 for the induction step.

We can also easily compute an exact upper bound on the cost of $ReadMax$ and $WriteMax$ on a $\text{MaxReg}_k$ object. For $k = 0$, both $ReadMax$ and $WriteMax$ perform no operations. For larger
each ReadMax operation performs one register read and then recurses to perform a single ReadMax operation on a MaxReg_{k-1} object, while each WriteMax performs either a register read or a register write plus at most one recursive call to WriteMax. Thus:

**Theorem 6.2** A MaxReg_{k} object implements a linearizable max register for which every ReadMax operation requires exactly k register reads, and every WriteMax operation requires at most k register operations.

In terms of the size of the max register, operations on a max register that supports m values, where 2^{k-1} < m \leq 2^k values, each take at most \lceil \lg m \rceil steps. Note that this cost does not depend on the number of processes n; indeed, it is not hard to see that this implementation works even with infinitely many processes.

### 6.1.2 Using an unbalanced binary search tree

In order to implement max registers that support unbounded values, we use unbalanced binary search trees.

Bentley and Yao [26] provide several constructions of unbalanced binary search trees with the property that the i-th leaf is at depth O(\log i). The simplest of these, called B_1, constructs the tree by encoding each positive integer using a modified version of a classic variable-length code known as the Elias delta code [38]. In this code, each positive integer N = 2^k + \ell with 0 \leq \ell < 2^k is represented by the bit sequence \delta(N) = 1^{k-1}0\beta(\ell), where \beta(\ell) is the (k-1)-bit binary expansion of \ell. The first few such encodings are 0, 100, 101, 11000, 11001, 11010, 11011, 1110000, \ldots. If we interpret a leading 0 bit as a direction to the left subtree and a leading 1 bit as a direction to the right subtree, this gives a binary tree that consists of an infinitely long rightmost path (corresponding to the increasingly long prefixes 1^k), where the i-th node in this path has a left subtree that is a balanced binary search tree with 2^i leaves. (A similar construction is used in [17].)

Let us consider what happens if we build a max register using the B_1 search tree (see Figure 6.2). A ReadMax operation that reads the value v will follow the path corresponding to \delta(v + 1), and in fact will read precisely this sequence of bits from the switch registers in each recursive max register along the path. This gives a cost to read value v that is equal to |\delta(v + 1)| = 2 \lceil \lg(v + 1) \rceil + 1. Similarly, the cost of WriteMax(v) will be at most 2 \lceil \lg(v + 1) \rceil + 1.
Both of these costs are unbounded for unbounded values of $v$. For \texttt{ReadMax} operations, there is an additional complication: repeated concurrent \texttt{WriteMax} operations might set each \texttt{switch} just before the \texttt{ReadMax} reaches it, preventing the \texttt{ReadMax} from terminating\footnote{Note that the infinite-tree construction does give an obstruction-free algorithm, where an operation is only required to terminate when running alone.}. Another complication is in proving linearizability, as the induction does not bottom without trickery like truncating the structure just below the last node actually used by any completed operation.

For these reasons, we prefer to backstop the tree with a single snapshot-based max register that replaces the entire subtree at position $1^n$, where $n$ is the number of processes. Using this construction, we have:

\begin{theorem}
There is a linearizable implementation of \texttt{MaxReg} for which every \texttt{ReadMax} operation that returns value $v$ requires $\min(2 \lceil \lg(v + 1) \rceil + 1, O(n))$ register reads, and every \texttt{WriteMax} operation requires at most $\min(2 \lceil \lg(v + 1) \rceil + 1, O(n))$ register operations.
\end{theorem}

If constant factors are important, the 2 can be reduced to $1 + o(1)$ by using a more sophisticated unbalanced search tree; the interested reader should consult [26] for examples.
6.2 Monotone circuits

In this section, we show how a max register can be used to construct more sophisticated data structures from arbitrary monotone circuits. Recall that a monotone circuit computes a function over some finite alphabet of size $m$, which is assumed to be totally ordered. The circuit is represented by a directed acyclic graph where each node corresponds to a gate that computes a function of the outputs of its predecessors. Nodes with in-degree zero are input nodes; nodes with out-degree zero are output nodes. Each gate $g$, with $k$ inputs, computes some monotone function $f_g$ of its inputs. Monotonicity means that if $x_i \geq y_i$ for all $i$, then $f_g(x_1, \ldots, x_k) \geq f_g(y_1, \ldots, y_k)$.

For each monotone circuit, we can construct a corresponding monotone data structure. This data structure supports operations `WriteInput` and `ReadOutput`, where each `WriteInput` operation updates the value of one of the inputs to the circuit and each `ReadOutput` operation returns the value of one of the outputs. Like the circuit as a whole, the effects of `WriteInput` operations are monotone: attempts to set an input to a value less than or equal to its current value have no effect. This restriction still allows for an interesting class of data structures, the most useful of which may be the bounded counter described in Section 6.3.1.

The resulting data structure always provides monotone consistency, which is generally weaker than linearizability:

**Definition 6.1** A monotone data structure is monotone consistent if the following properties hold in any execution:

1. For each output, there is a total ordering $<$ on all `ReadOutput` operations for it, such that if some operation $R_1$ finishes before some other operation $R_2$ starts, then $R_1 < R_2$, and if $R_1 < R_2$, then the value returned by $R_1$ is less than or equal to the value returned by $R_2$.

2. The value $v$ returned by any `ReadOutput` operation satisfies $f(x_1, \ldots, x_k) \leq v$, where each $x_i$ is the largest value written to input $i$ by a `WriteInput` operation that completes before the `ReadOutput` operation starts.

3. The value $v$ returned by any `ReadOutput` operation satisfies $v \leq f(y_1, \ldots, y_k)$, where each $y_i$ is the largest value written to input $i$ by a `WriteInput` operation that starts before the `ReadOutput` operation completes.
Algorithm 6.3 \texttt{WriteInput}(g, v)

1: \texttt{WriteMax}(g, v)
2: Let $g_1, \ldots, g_S$ be a topological sort of all gates reachable from $g$.
3: for $i = 1$ to $S$
4: \hspace{1em} \texttt{UpdateGate}(g_i)

Algorithm 6.4 \texttt{UpdateGate}(g)

1: Let $x_1, \ldots, x_d$ be the inputs to $g$.
2: for $i = 1$ to $d$
3: \hspace{1em} $y_i = \texttt{ReadMax}(x_i)$
4: \hspace{2em} \texttt{WriteMax}(g, f_g(y_1, \ldots, y_d))

The intuition here is that the values at each output appear to be non-decreasing over time (the first condition), all completed \texttt{WriteInput} operations are always observed by \texttt{ReadOutput} (the second condition), and no spurious larger values are observed by \texttt{ReadOutput} (the third condition). But when operations are concurrent, it may be that some \texttt{ReadOutput} operations return intermediate values that are not consistent with any fixed ordering of \texttt{WriteMax} operations, violating linearizability (an example is given in Section 6.3).

We convert a monotone circuit to a monotone data structure by assigning a max register to each input and each gate output in the circuit. We assume that these max registers are initialized to a default minimum value, so that the initial state of the data structure will be consistent with the circuit. A \texttt{WriteInput} operation on this data structure updates an input (using \texttt{WriteMax}) and propagates the resulting changes through the circuit as described in Procedure \texttt{WriteInput}. A \texttt{ReadOutput} operation reads the value of some output node, by performing a \texttt{ReadMax} operation on the corresponding output. The cost of a \texttt{ReadOutput} operation is the same as that of a \texttt{ReadMax} operation: $O(\min(\log m, n))$. The cost of \texttt{WriteInput} operation depends on the structure of the circuit: in the worst case, it is $O(Sd \min(\log m, n))$, where $S$ is the number of gates reachable from the input and $d$ is the maximum number of inputs to each gate.

**Theorem 6.4** For any fixed monotone circuit $C$, the \texttt{WriteInput} and \texttt{ReadOutput} operations based on that circuit are monotone consistent.
Proof: Consider some execution of a collection of WriteInput and ReadOutput operations. We think of this execution as consisting of a sequence of atomic WriteMax and ReadMax operations and use time to refer to the total number of such operations completed at any point in the execution.

The first clause in Definition 6.1 follows immediately from the linearizability of max registers, since we can just order ReadOutput operations by the order of their internal ReadMax operations.

For the remaining two clauses, we will jump ahead to the third, upper-bound, clause first. The proof is slightly simpler than the proof for the lower bound, and it allows us to develop tools that we will use for the proof of the second clause.

For each input $x_i$, let $V^t_i$ be the maximum value written to the register representing $x_i$ at or before time $t$. For any gate $g$, let $C_g(x_1, \ldots, x_n)$ be the function giving the output of $g$ when the original circuit $C$ is applied to $x_1, \ldots, x_n$ (see Figure 6.3). For simplicity, we allow $C$ in this case to include internal gates, output gates, and the registers representing inputs (which we can think of as zero-input gates). We thus can define $C_g$ recursively by $C_g(x_1, \ldots, x_n) = x_i$ when $g = x_i$ is an input gate and

$$C_g(x_1, \ldots, x_n) = f_g(C_{g_1}(x_1, \ldots, x_n), \ldots C_{g_k}(x_k, \ldots, x_n))$$

when $g$ is an internal or output gate with inputs $g_{i_1} \ldots g_{i_k}$. Let $g^t$ be the actual output of $g$ in our execution at time $t$, i.e., the contents of the max register representing the output of $g$. We claim that for all $g$ and $t$, $g^t \leq C_g(V^t_1, \ldots, V^t_n)$.

The proof is by induction on $t$ and the structure of $C$. In the initial state, all max registers are at their default minimum value and the induction hypothesis holds. Suppose now that some max register $g$ changes its value at time $t$. If this max register represents an input, the new value corresponds to some input supplied directly to WriteInput, and we have $g^t = C_g(V^t_1, \ldots, V^t_n)$. If the max register represents an internal or output gate, its value is written during some call to UpdateGate, and is equal to $f_g(g_{i_1}^{t_1}, g_{i_2}^{t_2}, \ldots, g_{i_k}^{t_k})$ where each $g_{i_j}$ is some register read by this call.

Algorithm 6.5 ReadOutput($g$)

1: return ReadMax($g$)
Figure 6.3: A gate $g$ in a circuit computes a function of its inputs $f_g(g_{i_1}, \ldots, g_{i_k})$. The inputs to the circuit are $x_1, \ldots, x_n$.

to UpdateGate and $t_j < t$ is the time at which it is read. Because max register values can only increase over time, we have, for each $j$, $g_{i_j}^{t_j} \leq g_{i_j}^{t-1} \leq C_{g_{i_j}}(V_1^{t-1}, \ldots, V_n^{t-1})$ by the induction hypothesis, and the fact that only gate $g$ changes at time $t$. This last quantity is in turn at most $C_{g_{i_j}}(V_1^t, \ldots, V_n^t)$ as only gate $g$ changes at time $t$. By monotonicity of $f_g$ we then get

$$g^t = f_g(g_{i_1}^{t_1}, g_{i_2}^{t_2}, \ldots, g_{i_k}^{t_k})$$

$$\leq f_g(C_{g_1}(V_1^t, \ldots, V_n^t), \ldots, C_{g_k}(V_1^t, \ldots, V_n^t))$$

$$= C_g(V_1^t, \ldots, V_n^t)$$

as claimed, which completes the proof of clause 3.

We now consider clause 2, which gives a lower bound on output values. For each time $t$ and input $x_i$, let $v_i^t$ be the maximum value written to the max register representing $x_i$ by a WriteInput operation that finishes at or before time $t$. We wish to show that for any output gate $g$, $g^t \geq C_g(v_1^t, \ldots, v_n^t)$. As with the upper bound, we proceed by induction on $t$ and the structure of $C$. But the induction hypothesis is slightly more complicated, in that in order to make the proof go through we must take into account which gate we are working with when choosing which input values to consider.

For each gate $g$, let $v_i^t(g)$ be the maximum value written to input register $x_i$ by any instance of WriteInput that completes UpdateGate$(g)$ at or before time $t$. Our induction hypothesis is that at each time $t$ and for each gate $g$, $g_t \geq C_g(v_1^t(g), \ldots, v_n^t(g))$. Although in general we have $v_i^t \geq v_i^t(g)$, having $g^t \geq C_g(v_1^t(g), \ldots, v_n^t(g))$ implies $g^t \geq C_g(v_1^t, \ldots, v_n^t)$, as any process that
writes to some input $x_i$ that affects the value of $g$ as part of some $\text{WriteInput}$ operation must complete $\text{UpdateGate}(g)$ before finishing the operation.

Suppose now that some max register $g$ changes its value at time $t$. If $g$ is an input, the induction hypothesis holds trivially. Otherwise, consider the set of all $\text{WriteInput}$ operations that write to $g$ at or before time $t$. Among these operations, one of them is the last to complete $\text{UpdateGate}(g)$ for some input $g'$ to $g$. Let this event occur at time $t' < t$, and call the process that completes this operation $p$. We now consider the effect of the $\text{UpdateGate}(g)$ procedure carried out as part of this $\text{WriteInput}$ operation. Because no other operation completes an $\text{UpdateGate}$ procedure for any input $g_i$ to $g$ between $t'$ and $t$, we have that for each such input and each $i$, $v^t_i(g_i) = v^{t'}_i(g_i)$. Since the $\text{ReadMax}$ operation of each $g_i$ in $p$’s call to $\text{UpdateGate}(g)$ occurs after time $t'$, it obtains a value that is at least

$$g^t_i \geq C_{g_{ij}}(v^t_1(g_{i1}), \ldots, v^t_n(g_{in})) \geq C_{g_{ij}}(v^{t'}_1(g_{ij}), \ldots, v^{t'}_n(g_{ij})), \quad \text{by the induction hypothesis, monotonicity of } C_{g_{ij}}, \text{and the previous observation on the relation between } v^t_i(g_i) \text{ and } v^{t'}_i(g_i).$$

But then

$$g^t \geq f_g(C_{g_{i1}}(v^t_1(g_{i1}), \ldots, v^t_n(g_{in})), \ldots, f_g(C_{g_{ik}}(v^t_1(g_{ik}), \ldots, v^t_n(g_{ik})))) \geq f_g(C_{g_{i1}}(v^{t'}_1(g_{i1}), \ldots, v^{t'}_n(g_{i1})), \ldots, f_g(C_{g_{ik}}(v^{t'}_1(g_{ik}), \ldots, v^{t'}_n(g_{ik})))) = C_g(v^t_1(g), \ldots, v^t_n(g)).$$

\[\square\]

### 6.3 Applications

In this section we consider applications of the circuit-based method for building data structures described in Section 6.2. Most of these applications will be variants on counters, as these are the main example of monotone data structures currently found in the literature. Because we are working over a finite alphabet, all of our counters will be bounded.

The basic structure we will use is a circuit consisting of a binary tree of adders, where each gate in the circuit computes the sum of its inputs and each input to the circuit is assigned to a distinct
process to avoid lost updates. We may consider either bounded or unbounded counters, depending on whether we are using bounded or unbounded max registers. For a bounded counter, we allow only values in the range 0 through \( m \) for some \( m \); an adder gate whose output would otherwise exceed \( m \) limits its output to \( m \). Because the circuit is a tree, a WriteInput operation has a particularly simple structure since it need only update gates along a single path to the root; it follows that a WriteInput operation costs \( O(\min(\log n \log m, n)) \) time while a ReadOutput operation costs \( O(\min(\log m, n)) \) time. This is an exponential improvement on the best previously known upper bound of \( O(n) \) for exact counting, and on the bound \( O(n^{4/5+\varepsilon}((1/\delta) \log n)^{O(1/\varepsilon)}) \), where \( \varepsilon \) is a small constant parameter, for approximate counting which is \( \delta \)-accurate [11].

If each process is allowed to increase its input by arbitrary values, we get a generalized counter circuit that supports arbitrary non-negative increases to its inputs (the assumption is that each process’s input corresponds to the sum of all of its increments so far). Unfortunately, it is not hard to see that the resulting generalized counter is not linearizable, even though it satisfies monotone consistency; the reason is that it may return intermediate values that are not consistent with any ordering of the increments.

Here is a small example of a non-linearizable execution, which we present to illustrate the differences between linearizability and monotone consistency. Consider an execution with three writers, and look at what happens at the top gate in the circuit. Imagine that process \( p_0 \) executes a WriteInput operation with argument 0, \( p_1 \) executes a WriteInput operation with argument 1, and \( p_2 \) executes a WriteInput operation with argument 2. Let \( p_1 \) and \( p_2 \) arrive at the top gate through different intermediate gates \( g_1 \) and \( g_2 \); we also assume that each process reads \( g_2 \) before \( g_1 \) when executing UpdateGate(\( g \)). Now consider an execution in which \( p_0 \) arrives at \( g \) first, reading 0 from \( g_2 \) just before \( p_2 \) writes 2 to \( g_2 \). Process \( p_2 \) then reads \( g_2 \) and \( g_1 \) and computes the sum 2 but does not write it yet. Process \( p_1 \) now writes 1 to \( g_1 \) and \( p_0 \) reads it, causing \( p_0 \) to compute the sum 1 which it writes to the output gate. Process \( p_2 \) now finishes by writing 2 to the output gate. If both these values are observed by readers, we have a non-linearizable schedule, as there is no sequential ordering of the increments 0, 1, and 2 that will yield both output values.

However, for restricted applications, we can obtain a fully linearizable object, as shown in the next subsections.
6.3.1 Linearizable counters with unit increments

Suppose we consider a standard atomic counter object supporting only read and increment operations, where the increment operation increases the value of the counter by exactly one. This is a special case of the generalized counter discussed above, but here the resulting object is linearizable.

To prove linearizability, we consider the counter \( C \) as built of a max register at the root output gate \( g \), which adds up two sub-counters, \( C_1 \) and \( C_2 \), each supporting half of the processes. Our linearizability proof is then by induction, where the base case is a counter for a single process.

**Lemma 6.5** If \( C_1 \) and \( C_2 \) are linearizable unit-increment counters, then so is \( C \).

**Proof:** Each increment operation of \( C \) is associated with a value equal to \( C_1 + C_2 \) at the time it increments \( C_1 \) or \( C_2 \), considering that \( C_1 \) and \( C_2 \) are atomic counters according to the induction hypothesis.

An increment operation with an associated value \( k \) is linearized at the first time in which a value \( \ell \geq k \) is written to the output max register \( g \). A read operation is linearized at the time it reads the output max register \( g \) (which we consider to be atomic).

To see that the linearization point for increment \( k \) occurs within the interval of the operation, observe that no increment can write a value \( \ell \geq k \) to \( g \) before increment \( k \) finishes incrementing the relevant sub-counter \( C_1 \) or \( C_2 \), because before then \( C_1 + C_2 < k \). Moreover, the increment \( k \) cannot finish before \( \ell \geq k \) is first written to \( g \), because \( k \) writes a value \( \ell \geq k \) before it finishes. Since the read operations are also linearized within their execution interval, this order is consistent with the order of non-overlapping operations.

This clearly gives a valid sequential execution, since we now have exactly one increment operation associated with every integer up to any value read from \( C \), and there are exactly \( k \) increment operations ordered before a read operation that returns \( k \).

**Theorem 6.6** There is an implementation of a linearizable \( m \)-valued unit-increment counter of \( n \) processes where a read operation takes \( O(\min(\log m, n)) \) low-level register operations and an increment operation takes \( O(\min(\log n \log m, n)) \) low-level register operations.

**Proof:** Linearizability follows from the preceding argument. For the complexity, observe that the read operation has the same cost as \( \text{ReadMax} \), while an increment operation requires reading and
updating $O(1)$ max registers per gate at a cost of $O(\min(\log m, 2^i))$ for the $i$-th gate. The full cost of a write is obtained by summing this quantity as $i$ goes from 0 from $\lceil \lg n \rceil$.

Note that for a polynomial number of increments, an increment takes $O(\log^2 n)$ steps. It is also possible to use unbounded max registers, in which case the value $m$ in the cost of a read or increment is replaced by the current value of the counter.

### 6.3.2 Threshold objects

Another variant of a shared counter that is linearizable is a **threshold object**. This counter allows increment operations, and supports a read operation that returns a binary value indicating whether a predetermined threshold has been crossed. We implement a threshold object with threshold $T$ by having increment operations act as in the generalized counter, and having a read operation return 1 if the value it reads from the output gate is at least $T$, and 0 otherwise. We show that this implementation is linearizable even with non-uniform increments, where the requirement is that a read operation returns 1 if and only if the sum of the increment operations linearized before it is at least $T$.

**Lemma 6.7** The implementation of a threshold object $C$ with threshold $T$ by a monotone data structure with the procedures $\text{WriteInput}$ and $\text{ReadOutput}$ is linearizable.

**Proof:** We use monotone consistency to prove linearizability for the threshold object $C$. Let $C_1$ and $C_2$ be the sub-counters that are added to the final output gate $g$.

We order read operations according to the ordering implied by monotone consistency, which is consistent with the order of non-overlapping read operations, and implies that once a read operation returns 1 then any following read operation returns 1. We order write operations according to their execution order, which is clearly consistent with the order of non-overlapping write operations. We then interleave these orders according to the execution order of reads and writes, which implies that this order is consistent with the order of non-overlapping read and write operations.

The interleaving is done while making sure that the sum of increments that are ordered before any read that returns 0 is less than $T$, and that the sum of increments that are ordered before the first read that returns 1 is at least $T$. Monotone consistency guarantees that we can do this. For a read operation that returns 0, the value read in $g$ is less than $T$, therefore the second clause of
monotone consistency implies that the sum of all writes that finish before the read starts is less than $T$. For a read operation that returns 1, the value read in $g$ is at least $T$, therefore the third clause implies that there enough increment operations that start before this read finishes that have a sum at least $T$.

Our proof of Lemma 6.7 does not use the specification of a threshold object, but rather the fact that it is an implementation of a monotone circuit with a binary output. We therefore have:

**Lemma 6.8** The implementation of any monotone circuit with a binary output by a monotone data structure with the procedures WriteInput and ReadOutput is linearizable.

Note that for any binary-output circuit, we can represent the output using a 1-bit flag initialized to 0 and set to 1 by any WriteInput operation that produces 1 as output (essentially, we use the flag as a 2-valued bounded max register). A reader may then do only one operation which accesses that flag and returns its value.
Chapter 7

Randomized Consensus with Optimal Individual Work

In this section we describe an application of our sub-linear counter algorithm: an algorithm for solving randomized consensus with optimal $O(n)$ work per process. This improves the best previously known bound to match the $\Omega(n)$ lower bound that follows from the result of Chapter 11. While the latter result showed a tight bound of $\Theta(n^2)$ on the total number of operations carried out by all processes, the algorithm presented in this chapter guarantees that this work is in fact evenly distributed among all the processes.

As in Chapter 4, we use the standard reduction [12] of randomized consensus to the problem of implementing a shared coin. The code for each process’s actions in the shared coin implementation is given as Algorithm 7.1, in which each process outputs either +1 or -1.

We now give a high-level description of the shared coin algorithm, which will be followed by a formal proof. Each process generates votes whose sum is recorded in an array of $n$ single-writer registers, and whose variance is recorded in $2 \log n$ counters. A process terminates and outputs the majority of votes when the total variance of the votes reaches a certain threshold, which is small enough to guarantee the claimed step complexity, and, at the same time, large enough to have a good probability for the votes to have a distinct majority.

In order to reduce the individual step complexity, the votes generated by a process have increasing weights. This allows fast processes running alone to cast heavier votes and reach the variance threshold after generating fewer votes.
The weight $w_i$ of the $i$-th vote is a function of the total variance $v_{i-1}$ of all previous votes, as computed in Line 6; we discuss the choice of this formula in more detail in Section 7.1. The voting operation consists of lines 6 through 9; each time the process votes, it computes the weight $w_i$ of the next vote, updates the total variance $v_i$, generates a random vote with value $\pm w_i$ with equal probability, and adds this vote to the pool $\text{votes}[\text{pid}]$, where $\text{pid}$ is the current process id.

Termination can occur in one of three ways:

1. The process by itself produces enough variance to cross the threshold (first clause of while loop test in Line 4).
2. All processes collectively produce enough variance for the threshold test to succeed (Line 13).
3. The process observes that some other process has written done (second clause of while loop test in Line 4). This last case can only occur if some other process previously observed sufficient total variance to finish.

We use $2 \log n$ counters, since our counters can be incremented at most once by each process. Having sub-linear counters allows incrementing and reading them not very frequently, namely, only when increasing amounts of variance are generated by the process, which gives the linear complexity.

The counters give the total variance, which when large enough has constant probability for the votes having a distinct majority, even in spite of small differences between the votes that different processes read, which may be caused by the asynchrony of the system.

The proof of correctness for the shared coin algorithm proceeds in several steps. In Section 7.1 we prove some properties of the weight function. These will allow us to bound the expected individual work of each process, and later will also be used to analyze the agreement parameter. In Section 7.2 we bound the individual work (Lemma 7.3), and prove bounds on the probabilities of terminating with a total variance of votes which is too low or too high. Finally, in Section 7.3 we analyze the sums of votes in different phases of Algorithm 7.1, which allows us to prove in Theorem 7.10 that it implements a shared coin with a constant agreement parameter.

### 7.1 Properties of the weight function

The weight of the $i$-th vote is given by the formula $w_i = \min(\max(v_i-1, 1/n), 1/\sqrt{n})$, where $v_i-1 = \sum_{j=1}^{i-1} w_j^2$ is the total variance contributed by all previous votes.

The cap of $1/\sqrt{n}$ keeps any single vote from being too large, which will help us show in Section 7.3 that the core votes are normally distributed in the limit. The use of $\max(v_i-1, 1/n)$ bounds the weight of all unwritten votes in any state by the total variance of all written votes, plus a small constant corresponding to those processes that are still casting the minimum votes of weight $1/n$. This gives a bound on the bias that the adversary can create by selectively stopping a process after it generates its $i$-th vote in Line 8 but before it writes it in Line 9.

**Lemma 7.1** For any values $i_j \geq 0$, we have $\sum_{j=1}^{n} w_{ij} \leq 1 + \sum_{j=1}^{n} v_{ij-1}$.
**Proof:** This follows from the assignment in Line 6, by summing \( w_{ij} \) over all \( j \):
\[
\sum_{j=1}^{n} w_{ij} = \sum_{j=1}^{n} \max(v_{ij-1}, 1/n) \leq \sum_{j=1}^{n} (v_{ij-1} + 1/n) = 1 + \sum_{j=1}^{n} v_{ij-1}
\]
\[\blacksquare\]

Despite wanting to keep \( w_i \) small relative to \( v_i \), we still want to generate variance quickly. The following lemma states that any single process can generate a total variance \( v_i \geq 1 \) after only \( i = 4n \) votes. It follows immediately that the loop in Algorithm 7.1 is executed at most \( 4n \) times.

**Lemma 7.2** All of the following conditions hold:

1. \( v_1 = 1/n^2 \)
2. \( v_{i+1} \leq 2v_i \quad [i \geq 1] \)
3. \( v_{4n} \geq 1. \)

**Proof:** We observe that the following recurrence holds for \( v_i \):
\[
v_i = v_{i-1} + w_i^2 = v_{i-1} + \left(\min(\max(v_{i-1}, 1/n), 1/\sqrt{n})\right)^2,
\]
with a base case of \( v_0 = 0 \). We can immediately compute \( v_1 = 1/n^2 \), giving (1).

It also follows that \( v_i \geq v_1 = 1/n^2 \) for all \( i \geq 1 \). Let \( i \geq 1 \) and consider the possible values of \( v_{i-1} \). If \( v_{i-1} \leq 1/n \) then \( w_i^2 = 1/n^2 \), therefore \( v_i = v_{i-1} + 1/n^2 \leq 2v_{i-1} \). Otherwise, if \( 1/n \leq v_{i-1} < 1/\sqrt{n} \) then \( w_i^2 = w_{i-1}^2 < 1/n \), therefore \( v_i \leq v_{i-1} + 1/n \leq 2v_{i-1} \). Finally, if \( v_{i-1} \geq 1/\sqrt{n} \) then \( w_i^2 = 1/n \) and we have \( v_i = v_{i-1} + 1/n \leq 2v_{i-1} \). So (2) holds for all \( i \geq 1 \).

To prove (3), we consider three phases of the increase in \( v_i \), depending on whether \( w_i = 1/n \), \( w_i = v_{i-1} \geq 1/n \), or \( w_i = 1/\sqrt{n} \).

In the first phase, we have that for any \( i > 0 \), \( v_i \geq v_{i-1} + 1/n^2 \), and thus \( v_i \geq i/n^2 \). In particular, for \( i = n \) we have \( v_i \geq 1/n \).

For the second phase, suppose that \( v_{i-1} \leq 1/\sqrt{n} \). We then have \( v_i \geq v_{i-1} + v_{i-1}^2 \). If this holds, and there is some \( x \geq 1 \) such that \( v_i \geq 1/x \), then
\[
v_{i+1} \geq v_i + v_i^2 \geq \frac{1}{x} + 1/x^2 = \frac{x + 1}{x^2} = \frac{(x + 1)(x - 1/2)}{x^2(x - 1/2)} = \frac{x^2 + x/2 - 1/2}{x^2(x - 1/2)} = \frac{1 + 1/(2x) - 1/(2x^2)}{x - 1/2} \geq \frac{1}{x - 1/2}.
\]
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By iterating this calculation, we obtain that $v_{i+t} \geq \frac{1}{x-i/2}$, so long as $v_{i+t-1} \leq 1/\sqrt{n}$. Starting with $v_n \geq 1/n$, we thus get $v_{n+t} \geq 1/(n-t/2)$, which gives $v_i \geq 1/\sqrt{n}$ for some $i \leq (n + (2n - \sqrt{n})) \leq 3n$.

At this point, $w_i$ is capped by $1/\sqrt{n}$; the increment to $v_i$ is thus $w_i^2 = 1/n$, so after a further $(n - \sqrt{n}) \leq n$ votes, we have $v_i \geq 1$. The total number of votes is bounded by $4n$, as claimed. ■

7.2 Termination

We begin analyzing the situation of termination, i.e., when no more votes are generated, by bounding the running time of the algorithm.

**Lemma 7.3** Algorithm 7.1 executes $O(n)$ local coin-flips and $O(n)$ register operations, including those incurred by ReadCounter operations on the counters.

**Proof:** Lemma 7.2 implies that each process terminates after casting at most $4n$ votes. This gives an $O(n)$ bound on the number of iterations of the main loop. Each iteration requires one call to LocalCoin and two register operations (the read of done in Line 4 and the write to votes[pid] in Line 9, assuming the previous value of votes[pid] is cached in an internal variable), plus whatever operations are needed to execute the threshold test in Lines 11 through 13. These lines are executed at most $1 + 2 \log n$ times (since varianceWritten rises by 1 for each execution), and their cost is dominated by the $1 + 2 \log n$ calls to ReadCounter at a cost of $O(\text{polylog } n)$ each. The cost of the at most $(1 + 2 \log n)^2$ total calls to ReadCounter is thus bounded by $O(n)$. ■

Consider the sequence of votes generated by all processes, ordered by the interleaving of execution of the LocalCoin procedure. Write $X_i$ for the random variable representing the value of the $t$-th such vote (or 0 if there are fewer than $t$ total votes); we thus have a sequence of votes $X_1, X_2, \ldots$.

We wish to bound any sum computed in Line 13 according to the total variance of the votes that have been generated, where for a given number of votes $t$ their total variance is $\sum_{i=1}^{t} X_i^2$.

For a given $t$, consider the state of the counters when the $t$-th vote is generated. For each process $j$, let $k^j$ be the maximum index of any counter in counters for which $j$ has completed a CounterIncrement operation, and let $\ell^j$ be the maximum index of any counter for which $j$ has
started a `CounterIncrement` operation. If there is no such index, set \( k_j^t \) or \( \ell_j^t \) to \(-1\). Let \( i_j^t \) be the total number of votes generated by process \( j \) among the first \( t \) votes, i.e., \( \sum_{i=1}^{t} X_i = \sum_{j=1}^{n} v_{i_j^t} \).

We first bound \( k_j^t \) and \( \ell_j^t \) in terms of \( v_{i_j^t} \).

**Lemma 7.4** For every \( t \), we have \( 2^{k_j^t} \leq v_{i_j^t} n^2 + 1/2 \) and \( 2^{k_j^t+1} \geq v_{i_j^t} n^2 \).

**Proof:** We begin with an upper bound on \( 2^{k_j^t} \). Observe that the test in Line 10 means that `CounterIncrement(counters[k])` can have started only if \( v_{i_j^t} \geq 2^k/n^2 \); it follows that either \( \ell_j^t = -1 \) or \( 2^{k_j^t} \leq v_{i_j^t} n^2 \); in either case we have

\[
2^{k_j^t} \leq v_{i_j^t} n^2 + 1/2.
\]

Getting a lower bound on \( 2^{k_j^t} \) is slightly harder, since we can’t rely solely on the test in Line 10 succeeding but must also show that `varianceWritten` is large enough that \( 2^{\text{varianceWritten}} \) is in fact close to \( v_{i_j^t} \). We do so by proving, by induction on \( i \), that at the end of each iteration of the main loop in Algorithm 7.1, \( v_i \leq 2^{\text{varianceWritten}}/n^2 \). To avoid ambiguity (and excessive text), we will write \( W_i \) for the value of `varianceWritten` at the end of the \( i \)-th iteration.

The base case is \( i = 1 \), where inspection of the code reveals \( v_1 = 1/n^2 \) and \( W_1 = 1 \); in this case \( v_1 \leq 2^{W_1}/n^2 = 2/n^2 \). For larger \( i \), suppose that it holds that \( v_{i-1} \leq 2^{W_{i-1}}/n^2 \). Then \( v_i \leq 2v_{i-1} \leq 2^{W_{i-1}+1}/n^2 \) (the first inequality follows from (2) of Lemma 7.2). It is possible that \( v_i \) is much smaller than this bound, indeed, small enough that \( v_i < 2^{W_{i-1}}/n^2 \); in this case \( W_i = W_{i-1} \) and the invariant continues to hold. If not, Line 12 is executed, and so we have \( W_i = W_{i-1} + 1 \). But then \( v_i \leq 2^{W_{i-1}+1}/n^2 = 2^{W_i}/n^2 \), so the invariant holds here as well.

In bounding \( 2^{k_j^t} \), the worst case (for \( k_j^t \geq 0 \)) is when \( k_j^t = W_{i_j^t-1} \), the value of `varianceWritten` at the end of the previous iteration of the loop. In this case we have \( v_{i_j^t} \leq 2v_{i_j^t-1} \leq 2 \cdot 2^{k_j^t}/n^2 = 2^{k_j^t+1}/n^2 \). For \( k_j^t = -1 \), we have \( i_j^t \leq 1 \), so \( v_{i_j^t} \leq 1/n^2 = 2^{-1+1} = 2^{k_j^t+1}/n^2 \). In either case we get

\[
2^{k_j^t+1} \geq v_{i_j^t} n^2.
\]

We now consider the interaction between `CounterIncrement` and `ReadCounter` operations in order to bound any sum computed in Line 13. The next lemma shows a small upper bound on the probability that the sum is too large.
Lemma 7.5 If \( S \) is a sum computed in Line 13, where the first \( \text{ReadCounter} \) operation is started after \( t \) total votes are generated, then

\[
S \geq n^2 \sum_{i=1}^{t} X_i^2 - n.
\]

Proof: For each \( k \) let \( r[k] \) be the value returned by the \( \text{ReadCounter(counters}[k]) \) operation included in the sum, and let \( c[k] \) be the number of calls to \( \text{CounterIncrement(counters}[k]) \) that have finished before the summation starts. Then \( r[k] \geq c[k] \) for every \( k \), which implies that

\[
S = \sum_{k=0}^{2 \log n} 2^k r[k] \geq \sum_{k=0}^{2 \log n} 2^k c[k] = \sum_{j=1}^{n} \sum_{m=0}^{k_j} 2^m = \sum_{j=1}^{n} \left( 2^{k_j+1} - 1 \right)
\]

\[
\geq \sum_{j=1}^{n} v_j n^2 - n = n^2 \sum_{i=1}^{t} X_i^2 - n,
\]

where the fourth inequality follows from Lemma 7.4. This completes the proof.

Similarly, the next lemma shows a small upper bound on the probability that the sum is too small.

Lemma 7.6 If \( S' \) is a sum computed in Line 13, where the last \( \text{ReadCounter} \) operation is completed before \( t' \) total votes are generated, then

\[
S' \leq 2n^2 \sum_{i=1}^{t'} X_i^2.
\]

Proof: For each \( k \) let \( r'[k] \) be the value returned by the \( \text{ReadCounter(counters}[k]) \) operation included in the sum, and let \( c'[k] \) be the number that start before the summation finishes. Then \( r'[k] \leq c'[k] \) for every \( k \), which implies that

\[
S' = \sum_{k=0}^{2 \log n} 2^k r'[k] \leq \sum_{k=0}^{2 \log n} 2^k c'[k] = \sum_{j=1}^{n} \sum_{m=0}^{k'_j} 2^m = \sum_{j=1}^{n} \left( 2^{k'_j+1} - 1 \right)
\]

\[
\leq \sum_{j=1}^{n} \left( 2 \left( v_j' n^2 + 1/2 \right) - 1 \right) = 2 \sum_{j=1}^{n} v_j' n^2 = 2n^2 \sum_{i=1}^{t'} X_i^2.
\]

where the fourth inequality follows from Lemma 7.4. This completes the proof.
Using the two previous lemmas, we now prove upper and lower bounds on the total variance of all the generated votes.

**Lemma 7.7** Let \( T \) be the total number of votes generated by all processes during an execution of the shared coin algorithm, and let \( V = \sum_{i=1}^{T} X_i^2 \) be the total variance of these votes. Then we have \( 1 < V < 7 + \frac{4}{n} \).

**Proof:** Termination with \( V < 1 \) cannot occur as the result of some process failing the main loop test \( v_i < 1 \), as if this test fails, that process alone gives \( V \geq 1 \). So the only possibility is that the threshold test in Line 13 succeeds for some process despite the low total variance. But since the total variance of all votes is less than 1, for any particular sum of observed counter values \( S' \) we have from Lemma 7.6 that \( S' \leq 2n^2 \) and so termination cannot occur.

For the upper bound on \( V \), suppose that after \( t_1 \) votes we have \( \sum_{i=1}^{t_1} X_i^2 \geq 3 + 1/n \). If there is no such \( t_1 \), then \( V < 7 + \frac{4}{n} \); otherwise, let \( t_1 \) be the smallest value with this property. Because \( t_1 \) is least, we have \( \sum_{i=1}^{t_1} X_i^2 < 3 + 1/n + X_{t_1}^2 \leq 3 + 2/n \).

From Lemma 7.5 we have that, for any execution of Line 13 that starts after these \( t_1 \) votes, the return value \( S \) satisfies \( S \geq n^2(3 + 1/n) - n \geq 3n^2 \).

This implies every process that executes the threshold test after \( t_1 \) total votes will succeed, and as a result will cast no more votes. So we must bound the amount of additional variance each process can add before it reaches this point. Recall that \( v_{i,j} \) is the number of votes cast by process \( j \) among the first \( t_1 \) votes, and let \( v_{i,j}' \) be the total number of votes cast by process \( j \) before termination. Then under the assumption that \( j \)'s next threshold test succeeds, we have \( v_{i,j}' < 2v_{i,j} + 1/n \), as \( j \) can at most double its variance and cast one additional vote before seeing \( v_i \geq \frac{\text{written}}{\text{written}} \).

So now we have

\[
V = \sum_{i=1}^{T} X_i^2 = \sum_{j=1}^{n} v_{i,j}' < \sum_{j=1}^{n} (2v_{i,j} + 1/n) = 1 + 2 \sum_{j=1}^{n} v_{i,j}'
= 1 + 2 \sum_{i=1}^{t_1} X_i^2 < 1 + 2(3 + 2/n) = 7 + \frac{4}{n}.
\]

Thus the upper bound on \( V \) holds.
7.3 Core votes and extra votes

We will assume for convenience that the adversary scheduler is deterministic, in particular that the choice of which process generates vote $X_t$ is completely determined by the outcomes of votes $X_1$ through $X_{t-1}$; this assumption does not constrain the adversary’s behavior, because any randomized adversary strategy can be expressed as a weighted average of deterministic strategies. Under this assumption, we have that the weight $|X_t|$ of $X_t$ is a constant conditioned on $X_1 \ldots X_{t-1}$, but because the adversary cannot predict the outcome of LocalCoin, the expectation of $X_t$ is zero even conditioning on the previous votes. That $E[X_t = 0|X_1, \ldots X_{t-1}]$ is the defining property of a class of stochastic processes known as martingales (see [3, 45, 46]); in particular the $X_t$ variables form a martingale difference sequence while the variables $S_t = \sum_{i=1}^{t} X_t$ form a martingale proper.

Martingales are a useful class of stochastic processes because for many purposes they act like sums of independent random variables: there is an analog of the Central Limit Theorem that holds for martingales [46, Theorem 3.2], which we use in the proof of Lemma 7.8; and as with independent variables, the variance of $S_t$ is equal to the sum of the variances of $X_1$ through $X_t$ [46, p. 8], a fact we use in the proof of Lemma 7.9.

Martingales can also be neatly sliced by stopping times, where a stopping time is a random variable $\tau$ which is finite with probability 1 and for which the event $[\tau \leq t]$ can be determined by observing only the values of $X_1$ through $X_t$ (see [45, Section 12.4]); the process $\{S'_t = \sum_{i=1}^{t} X'_i\}$ obtained by replacing $X_t$ with $X'_t = X_t$ for $t \leq \tau$ and 0 otherwise, is also a martingale [45, Theorem 12.4.5], as is the sequence $S''_t = \sum_{i=1}^{t} X_{\tau+i}$ [45, Theorem 12.4.11]. We will use a stopping time to distinguish the core and extra votes.

Define $\tau$ as the least value such that either (a) $\sum_{t=1}^{\tau} X^2_t \geq 1$ or (b) the algorithm terminates after $\tau$ votes. Observe that $\tau$ is always finite, because if the algorithm does not otherwise terminate, any process eventually generates 1 unit of variance on its own (as shown in Lemma 7.2). Because the weights of votes vary, $\tau$ is in general a random variable; but for a fixed adversary strategy, the condition $\tau = t$ can be detected by observing the values of $X_1 \ldots X_t$. Thus $\tau$ is a stopping time relative to the $X_t$. The quantity $S_\tau$ will be called the core vote of the algorithm. The remaining votes $X_{\tau+1}, X_{\tau+2}, \ldots$ form the extra votes.

First, we show a constant probability of the core vote being at least a constant. This will follow by an application of the martingale Central Limit Theorem, particularly in the form of Theorem 3.2
from [46]. This theorem considers a zero-mean martingale array, which is a sequence of tuples \( \{S_{mt}, \mathcal{F}_{mt}, 1 \leq t \leq k_m, m \geq 1 \} \) parameterized by \( m \), where for each fixed \( m \) the sequence of random variables \( \{S_{mt}\} \) is a zero-mean martingale with respect to the corresponding sequence of \( \sigma \)-algebras \( \{\mathcal{F}_{mt}\} \), with difference sequence \( X_{mt} = S_{mt} - S_{m,t-1} \). Specializing the theorem slightly, if it holds that:

1. \( \max_t |X_{mt}| \overset{p}{\to} 0 \),
2. \( \sum_t X_{mt}^2 \overset{p}{\to} 1 \),
3. \( \mathbb{E}[\max_t X_{mt}^2] \) is bounded in \( m \), and
4. \( \mathcal{F}_{m,t} \subseteq \mathcal{F}_{m+1,t} \) for \( 1 \leq t \leq k_m, m \geq 1 \),

then \( S_{mt} \overset{d}{\to} N(0, 1) \), where \( N(0, 1) \) has a normal distribution with zero mean and unit variance. Here \( \overset{p}{\to} \) denotes convergence in probability and \( \overset{d}{\to} \) denotes convergence in distribution.

**Lemma 7.8** For any fixed \( \alpha \) and \( n \) sufficiently large, there is a constant probability \( p_\alpha \) such that, for any adversary strategy, \( \Pr[S \geq \alpha] \geq p_\alpha \).

**Proof:** We construct our martingale array by considering, for each number of processes \( n \), the set of all deterministic adversary strategies for scheduling Algorithm 7.1. The first rows of the array correspond to all strategies for \( n = 1 \) (in any fixed order); subsequent rows hold all strategies for \( n = 2, n = 3 \), and so forth. Because each set of strategies is finite (for an execution with \( n \) process, each choice of the adversary chooses one of \( n \) processes to execute the next coin-flip in response to some particular pattern of \( O(n^2) \) preceding coin-flips, giving at most \( n^{O(n^2)} \) possible strategies), every adversary strategy eventually appears as some row \( m \) in the array. We will write \( n_m \) as the value of \( n \) corresponding to this row and observe that it grows without bound.

For each row in the array, we set \( k_m \) to include all possible votes, but truncate the actual set of coin-flips at time \( \tau \). Formally, we define \( X_{mt} = X_t \) for \( t \leq \tau \), but set \( X_{mt} = 0 \) for larger \( t \). This ensures that \( S_{mk_m} = S_\tau \), the total core vote from each execution, while maintaining the martingale property and the fixed-length rows required by the theorem. We ensure the nesting condition (4) by using the same random variable to set the sign of each vote at time \( t \) in each row; in effect, we imagine that we are carrying out an infinite collection of simultaneous executions for different values of \( n \) and different adversary strategies using the same sequence of random local coin-flips.
We now show the remaining requirements of the theorem hold. For (1), we have that $\max_t |X_{mt}| \leq 1/\sqrt{n_m}$, which converges to 0 absolutely (and thus in probability as well). For (2), by construction of $\tau$ and Lemma 7.7, we have that $1 \leq \sum_t X_{mt}^2 \leq 1 + X_{m}^2 \leq 1 + 1/n_m$. Thus $\sum_t X_{mt}^2$ converges in probability to 1. For (3), we again use the fact that $X_{mt}^2 \leq 1/n_m$ for all $t$.

It follows that $S_{mt}$ converges in distribution to $N(0, 1)$. In particular, for any fixed $\alpha$, we have that $\lim_{m \to \infty} \Pr[S_{mt} \geq \alpha] = \Pr[N(0, 1) \geq \alpha]$, which is a constant. By choosing $p_\alpha$ strictly less than this constant, we have that for sufficiently large $m$ (and thus for sufficiently large $n = n_m$), $\Pr[S_{\tau} \geq \alpha] = \Pr[S_{mt} \geq \alpha] \geq p_\alpha$. ■

By symmetry, we also have $\Pr[S_{\tau} \leq -\alpha] \geq p_\alpha$.

We now consider the effect of the extra votes. Our goal is to bound the probability that the total extra vote is too large using Chebyshev’s inequality, obtaining a bound on the variance of the extra votes from a bound on the sum of the squares of the weights of all votes as shown in Lemma 7.7.

**Lemma 7.9** Define $\tau'$ to be the maximum index such that (a) $X_{\tau'} \neq 0$ and (b) $\sum_{i=1}^{\tau'} X_i^2 \leq 7 + 4/n$.

Let $p_{13}$ be the probability from Lemma 7.8 that $S_\tau$ is at least 13. Then for sufficiently large $n$ and any adversary strategy, $\Pr[S_{\tau'} > 9] \geq (1/8)p_{13}$.

**Proof:** From Lemma 7.8, the probability that the sum of the core votes $S_\tau$ is at least 13 is at least $p_{13}$. We wish to show that, conditioning on this event occurring, adding the extra votes up to $\tau'$ does not drive this total below 9.

Observe that $\tau'$ is a stopping time. For the rest of the proof, all probabilistic statements are conditioned on the values of $X_1 \ldots X_\tau$.

Define $Y_i = X_{\tau+i}$ for $\tau + i \leq \tau'$ and 0 otherwise. Let $U_i = \sum_{j=1}^i Y_j$. Then $\{U_i\}$ is a martingale and $E[U_i] = 0$ for all $i$. Let $i_{\text{max}}$ be such that $Y_i = 0$ for $i > i_{\text{max}}$ with probability 1 ($i_{\text{max}}$ exists by Lemma 7.3). Then

$$\operatorname{Var}[U_{i_{\text{max}}}] = \operatorname{Var}\left[\sum_{i=1}^{i_{\text{max}}} Y_i\right] = \sum_{i=1}^{i_{\text{max}}} \operatorname{Var}[Y_i] = \sum_{i=1}^{i_{\text{max}}} E[Y_i^2]$$

$$= E\left[\sum_{i=1}^{i_{\text{max}}} Y_i^2\right] \leq E[7 + 4/n] = 7 + 4/n.$$

So by Chebyshev’s inequality,

$$\Pr[|U_{i_{\text{max}}}| \geq 4] \leq \frac{7 + 4/n}{4^2} = 7/16 + 1/4n \leq 7/8,$$
when \( n \geq 4 \). But if \( |U_{i_{\text{max}}}| < 4 \), we have \( S_{\tau'} = S_{\tau} + U_{i_{\text{max}}} \geq 13 - 4 = 9 \). As the event \( |U_{i_{\text{max}}}| < 4 \) occurs with conditional probability at least \( 1/8 \), the total probability that \( S_{\tau'} \geq 9 \) is at least \( (1/8)p_{13} \).

\[ \text{7.4 Full result} \]

We are now ready to prove the main theorem of having a constant agreement parameter.

**Theorem 7.10** For sufficiently large \( n \), Algorithm 7.1 implements a shared coin with constant agreement parameter.

**Proof:** Let \( T \) be the total number of votes generated.

The total vote \( Z_i \) computed by any process in Line 16 is equal to \( S_T \) minus at most one vote for each process because of the termination bit. From Lemma 7.1, these unwritten votes have total size bounded by \( 1 + \sum_{i=1}^{T} X_i^2 \). We show there is at least a constant probability that both \( 1 + \sum_{i=1}^{T} X_i^2 \leq 8 + 4/n \) and \( S_T > 9 \), which implies that for sufficiently large \( n \) there is a constant probability for having \( Z_i > 0 \) for all \( i \), and therefore all processes agree on the value \(+1\).

From Lemma 7.7, we have \( \sum_{i=1}^{T} X_i^2 \leq 7 + 4/n \). From Lemma 7.9, the probability that \( S_{\tau'} \leq 9 \) is at most \( 1 - (1/8)p_{13} \). Therefore, for at least some constant \( \delta \), we have \( S_T \geq S_{\tau'} > 9 \) and \( 1 + \sum_{i=1}^{T} X_i^2 \leq 8 + 4/n \) with probability \( \delta \).

This proves that there is a constant probability of all processes deciding \(+1\); the same results hold for \(-1\) by symmetry.
Chapter 8

Randomized Set Agreement

In this chapter we present several algorithms for solving set-agreement with different parameters. In Section 8.1 we present a framework for randomized algorithms which solve \((k, k + 1, n)\)-agreement using a multi-sided shared-coin algorithm. We now formally define such a procedure, which is a generalization of a shared coin (which in our terms is a 2-sided shared coin). A \((k + 1)\)-sided shared-coin algorithm with agreement parameter \(\delta\) is an algorithm in which every non-faulty process \(p\) produces an output value in \(\{0, \ldots, k\}\), such that for every subset of size \(k\) there is probability at least \(\delta\) that all the outputs are within that subset. Alternatively, for every value \(v\) in \(\{0, \ldots, k\}\) there is probability at least \(\delta\) that \(v\) is not the output of any process. We emphasize that unlike the requirement of set agreement, the probability of disagreement in a shared coin may be greater than 0. Notice that there are no inputs to this procedure.

In Section 8.3, we present set-agreement algorithms that are designed for agreeing on \(\ell\) values out of \(k + 1\), for \(\ell < k\). In particular, they can be used for the case \(\ell = 1\), where the processes agree on the same value, i.e., for multi-valued consensus. By definition, solving multi-valued consensus is at least as hard as solving binary consensus (where the inputs are in the set \(\{0, 1\}\), i.e., \(k = 1\)), and potentially harder. One algorithm uses multi-sided shared coins, while the other two embed binary consensus algorithms in various ways.

To the best of our knowledge, these are the first wait-free algorithms for set agreement in the shared-memory model under a strong adversary, other than binary consensus. Table 8.1 shows the properties of the different algorithms we present. For \(\ell < k\) one of our algorithms is better than the others; however, intrigued by the question of whether multi-valued consensus is inherently harder
than binary consensus, we find the different methods interesting in hope that one of them could lead to a lower bound.

Finally, we note that in this chapter we will consider the set of processes as \( \{p_0, \ldots, p_{n-1}\} \).

### 8.1 A \((k, k+1, n)\)-Agreement Algorithm using a \((k+1)\)-Sided Shared Coin

In this section we present a framework for randomized \((k, k+1, n)\)-agreement algorithms. It is a generalization of the framework of Aspnes and Herlihy [12] for deriving a randomized binary consensus algorithm from a shared coin, and specifically follows the presentation given by Saks, Shavit, and Woll [66]. However, its complexity is improved by using multi-writer registers, based on the construction of Cheung [34].

We assume a \((k+1)\)-sided shared-coin algorithm called \(\text{sharedCoin}_{k+1}\), with an agreement parameter \(\delta_{k+1}\). The set-agreement algorithm is given in Algorithm 8.1. Throughout this chapter, we assume that shared arrays are initialized to a special symbol \(\bot\). Informally, the set-agreement algorithm proceeds by (asynchronous) phases, in which each process \(p\) writes its own preference to a shared array \(\text{Propose}\), checks if the preferences agree on \(k\) values, and notes this in another shared array \(\text{Check}\). If \(p\) indeed sees agreement, it also notes its preference in \(\text{Check}\).

Process \(p\) then checks the agreement array \(\text{Check}\). If \(p\) does not observe a note of disagreement, it decides on the value of its preference. Otherwise, if there is a note of disagreement, but also a

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters</th>
<th>Method</th>
<th>Individual Step Complexity</th>
<th>Total Step Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 8.1</td>
<td>(k, k+1)</td>
<td>multi-sided shared coin</td>
<td>(O(n/k + k))</td>
<td>(O(n^2/k + nk))</td>
</tr>
<tr>
<td>Section 8.3.1</td>
<td>(\ell, k+1)</td>
<td>space reduction</td>
<td>(O(n(\log k - \log \ell)))</td>
<td>(O(n^2(\log k - \log \ell)))</td>
</tr>
<tr>
<td>Section 8.3.2</td>
<td>(\ell, k+1)</td>
<td>iterative</td>
<td>(O((k - \ell + 1)k + n(\log k - \log \ell)))</td>
<td>(O((k - \ell + 1)nk + n^2(\log k - \log \ell)))</td>
</tr>
<tr>
<td>Section 8.3.3</td>
<td>(1, k+1)</td>
<td>bit-by-bit</td>
<td>(O(n \log k))</td>
<td>(O(n^2 \log k))</td>
</tr>
</tbody>
</table>

Table 8.1: The set agreement algorithms presented in Chapter 8.
Algorithm 8.1 A \((k, k + 1, n)\)-agreement algorithm, code for \(p_i\)

Local variables: \(r = 1, \text{decide} = \text{false}, \text{myValue} = \text{input}, \)

\(\text{myPropose} = [\text{false}], \text{myCheck} = [\text{false}]\)

Shared arrays: \(\text{Propose}[\text{false}][0..k], \text{Check}[\text{false}][\text{agree}, \text{disagree}]\)

1: while \(\text{decide} == \text{false}\)

2: \(\text{Propose}[\text{false}][\text{myValue}] = \text{true}\)

3: \(\text{myPropose} = \text{collect}(\text{Propose}[\text{false}])\)

4: if the number of values in \(\text{myPropose}\) is at most \(k\)

5: \(\text{Check}[\text{false}][\text{agree}] = \langle \text{true}, \text{myValue} \rangle\)

6: else

7: \(\text{Check}[\text{false}][\text{disagree}] = \text{true}\)

8: \(\text{myCheck} = \text{collect}(\text{Check}[\text{false}])\)

9: if \(\text{myCheck}[\text{disagree}] == \text{false}\)

10: \(\text{decide} = \text{true}\)

11: else if \(\text{myCheck}[\text{agree}] == \langle \text{true}, v \rangle\)

12: \(\text{myValue} = v\)

13: else if \(\text{myCheck}[\text{agree}] == \text{false}\)

14: \(\text{myValue} = \text{sharedCoin}_{k+1}[\text{false}]\)

15: \(r = r + 1\)

16: end while

17: return \(\text{myValue}\)

Note of agreement, \(p\) adopts the value associated with the agreement notification as preference for the next phase. Finally, if there is only a notification of disagreement, the process participates in a \((k + 1)\)-sided shared-coin algorithm and prefers the output of the shared coin.

Lemma 8.1 Consider a phase \(r \geq 1\) and a non-faulty process \(p\) that finishes phase \(r\). If all the processes that start phase \(r\) before \(p\) finishes it have at most \(k\) preferences in \(\{v_1, \ldots, v_k\}\), then \(p\) decides \(v \in \{v_1, \ldots, v_k\}\) in this phase \(r\).

Proof: We claim that \(p\) reads \(\text{Check}[\text{false}][\text{disagree}] == \text{false}\) in line 9 of phase \(r\), and therefore decides in phase \(r\). This will also imply that its decision value \(v\) is in \(\{v_1, \ldots, v_k\}\), otherwise
Lemma 8.1 implies validity, by applying it for phase \( r = 1 \). The next two lemmas are used to prove the agreement condition. Below, we use the notation \( \langle \text{true}, ? \rangle \) for an entry in the array \( \text{Check} \) which has \text{true} as its first element, and any value as its second element.

**Lemma 8.2** For every phase \( r \geq 1 \), all the processes that read \( \text{Check}[r][\text{agree}] = \langle \text{true}, ? \rangle \) and finish phase \( r \) have at most \( k \) different preferences at the end of phase \( r \).

**Proof:** We first claim that all the processes that write to \( \text{Check}[r][\text{agree}] \) wrote at most \( k \) different preferences to \( \text{Propose}[r] \). Assume, towards a contradiction, that among the processes that write to \( \text{Check}[r][\text{agree}] \) there are \( k + 1 \) processes \( \{ p_{i_1}, \ldots, p_{i_{k+1}} \} \) that wrote \( k + 1 \) different preferences to \( \text{Propose}[r] \). Let \( p_{ij} \) be the last process to write to \( \text{Propose}[r] \). When \( p_{ij} \) collects \( \text{Propose}[r] \) in line 3, it reads \( k + 1 \) values, and therefore does not write to \( \text{Check}[r][\text{agree}] \), which is a contradiction.

The above claim implies that at most \( k \) different preferences may be written to \( \text{Check}[r][\text{agree}] \). Since a process that reads \( \text{Check}[r][\text{agree}] = \langle \text{true}, v \rangle \) adopts \( v \) as its preference, at most \( k \) values can be a preference of such processes at the end of phase \( r \).

**Lemma 8.3** For every phase \( r \geq 1 \), if processes decide on values in \( \{v_1, \ldots, v_k\} \) in phase \( r \), then every non-faulty process decides on a value in \( \{v_1, \ldots, v_k\} \) in phase \( r' \), where \( r' \) is either \( r \) or \( r + 1 \).

**Proof:** We first claim that if a process decides \( v \) in phase \( r \), then every non-faulty process that finishes phase \( r \) reads \( \text{Check}[r][\text{agree}] = \langle \text{true}, ? \rangle \). To prove the claim, let \( p \) be a process that decides \( v \) in phase \( r \). Let \( q \) be a non-faulty process that finishes phase \( r \), and assume towards a contradiction that \( q \) reads \( \text{Check}[r][\text{agree}] = \text{false} \). This implies that \( q \) collects \( \text{Check}[r] \) in
line 8 before \( p \) writes to \( \text{Check}[r] \) in line 5, and therefore \( p \) collects \( \text{Check}[r] \) after \( q \) writes to \( \text{Check}[r][\text{disagree}] \), which implies that \( p \) does not decide in phase \( r \), a contradiction.

Now, let \( p \) be a process that decides in phase \( r \), and let \( q \) be a non-faulty process. By the above claim, \( q \) reads \( \text{Check}[r][\text{agree}] == \langle \text{true}, \? \rangle \) in line 8. By Lemma 8.2, there are at most \( k \) different values that can become a preference of a process at the end of phase \( r \). Therefore, if \( q \) decides at the end of phase \( r \) then it decides a value in \( \{v_1, \ldots, v_k\} \). Otherwise, all the non-faulty processes write at most \( k \) preferences to \( \text{Propose}[r+1] \), and by Lemma 8.1, they decide on one of these values at the end of phase \( r+1 \).

Lemma 8.3 implies agreement. Notice that both validity and agreement are always satisfied, and not only with probability 1. For termination, we prove the following lemma. Below, we denote the agreement parameter of the \((k+1)\)-sided shared coin by \( \delta = \delta_{k+1} \).

**Lemma 8.4** The expected number of phases until all non-faulty processes decide is at most \( 1 + 1/\delta \).

**Proof:** For every subset \( \{v_1, \ldots, v_k\} \subseteq \{0, \ldots, k\} \) there is a probability of at least \( \delta \) for all processes that run \( \text{sharedCoin}_{k+1} \) to output values in \( \{v_1, \ldots, v_k\} \). Therefore, for any value \( v \) in \( \{0, \ldots, k\} \), there is a probability of at least \( \delta \) that \( v \) is not the output of any process running \( \text{sharedCoin}_{k+1} \). This is because \( \{0, \ldots, k\} \setminus \{v\} \) has probability of at least \( \delta \) for containing the outputs of all the processes.

Consider a phase \( r \geq 2 \). By Lemma 8.2, all the processes that finish phase \( r - 1 \) and in line 8 read \( \text{Check}[r-1][\text{agree}] == \langle \text{true}, \? \rangle \) propose at most \( k \) values to \( \text{Propose}[r] \). The other processes propose to \( \text{Propose}[r] \) a value obtained from their shared coin. Therefore, there is a probability of at least \( \delta \) that all processes write at most \( k \) different values to \( \text{Propose}[r] \), and by Lemma 8.1, decide by the end of phase \( r \).

Therefore, after phase \( r = 1 \), the expected number of phases until all non-faulty processes decide, is the expectation of a geometrically distributed random variable with success probability at least \( \delta \), which is at most \( 1/\delta \).

For the first phase \( r = 1 \), the values written to \( \text{Propose}[1] \) are the inputs and are therefore controlled by the adversary. This implies that the expected number of phases until all non-faulty processes decide is at most \( 1 + 1/\delta \).
Algorithm 8.2 A \((k + 1)\)-sided shared coin algorithm, code for process \(p_i\)

Local variables: \(j = \left\lfloor \frac{ik}{n} \right\rfloor\)

1: return \(\text{sharedCoin}[j] + j\)

Consider a \((k + 1)\)-sided shared coin algorithm with an agreement parameter \(\delta = \delta_{k+1}\), a total step complexity of \(T = T_{k+1}\), and an individual step complexity of \(I = I_{k+1}\). In each phase, a process takes \(O(k)\) steps in addition to the \(I\) steps it takes in the \(\text{sharedCoin}_{k+1}\) algorithm. Combining this with Lemma 8.4, which bounds the expected number of phases until all non-faulty processes decide, gives:

**Theorem 8.5** Algorithm 8.1 solves \((k, k+1, n)\)-agreement with \(O(I + k)\) individual step complexity and \(O(T + nk)\) total step complexity.

### 8.2 A \((k + 1)\)-Sided Shared Coin

We present, in Algorithm 8.2, a \((k + 1)\)-sided shared-coin algorithm which is constructed by using \(k\) instances of a 2-sided shared coin. We statically partition the processes into \(k\) sets of at most \(\frac{n}{k}\) processes each. That is, for every \(j, 0 \leq j \leq k - 1\), we have a set \(P_j = \{p_{jn}^k, \ldots, p_{(j+1)n-1}^k\}\) (for \(j = k - 1\) the set may be smaller). The processes of each set \(P_j\) run a 2-sided shared-coin algorithm \(\text{sharedCoin}[j]\) and output the result plus the value \(j\). The idea is that in order to have a value \(j\) that is not the output of any process, it is enough that all processes running \(\text{sharedCoin}[j - 1]\) agree on the value 0 and therefore output \(j - 1\), and that all the processes running \(\text{sharedCoin}[j]\) agree on the value 1 and therefore output \(j + 1\).

Let \(\delta = \delta_2\) be the agreement parameter of the 2-sided shared coin. We bound the agreement parameter of the \(k + 1\)-sided shared coin in the next lemma.

**Lemma 8.6** Algorithm 8.2 is a \((k + 1)\)-sided shared coin with an agreement parameter \(\delta^2\).

**Proof:** There is a probability of at least \(\delta\) for all processes who run \(\text{sharedCoin}[j]\) to return the value \(j\), and a probability of at least \(\delta\) for all processes who run \(\text{sharedCoin}[j]\) to return the value \(j + 1\). Therefore, for any value in \(\{0, \ldots, k\}\), there is a probability of at least \(\delta^2\) that this value is not the output of any process running \(\text{sharedCoin}[j]\), for any \(0 \leq j \leq k - 1\) (because \(j = 0\) may
be the output only of \( \text{sharedCoin}[0] \), \( j = k \) only of \( \text{sharedCoin}[k - 1] \), and \( j \in \{1, \ldots, k - 1\} \) only of \( \text{sharedCoin}[j - 1] \) and \( \text{sharedCoin}[j] \). Therefore, Algorithm 8.2 is a \((k+1)\)-sided shared coin with an agreement parameter \( \delta^2 \).

The next lemma gives the complexity of the \( k + 1 \)-sided shared coin, and follows immediately from the fact that each process runs a 2-sided shared coin algorithm for \( \frac{n}{k} \) processes. Since the complexities depend on the number of processes \( t \) that may run an algorithm, we now carefully consider this in the notation. Let \( I(t) = I_2(t) \) and \( T(t) = T_2(t) \) be the individual and total step complexities, respectively, of the 2-sided shared coin with \( t \) processes.

**Lemma 8.7** Algorithm 8.2 has individual and total step complexities of \( O(I(\frac{n}{k})) \) and \( O(k \cdot T(\frac{n}{k})) \), respectively.

Plugging Lemmas 8.6 and 8.7 into Theorem 8.5 gives:

**Theorem 8.8** Algorithm 8.1 solves \((k, k + 1, n)\)-agreement with individual step complexity of \( O((I(\frac{n}{k}) + k)/\delta^2) \) and total step complexity of \( O((k \cdot T(\frac{n}{k}) + nk)/\delta^2) \).

By using an optimal 2-sided shared coin [11] with a constant agreement parameter, an individual step complexity of \( O(t) \), and a total step complexity of \( O(t^2) \), we get that Algorithm 8.2 is a \((k + 1)\)-sided shared coin with a constant agreement parameter, and individual and total step complexities of \( O(\frac{n^2}{k}) \) and \( O(\frac{n^2}{k}) \), respectively. Therefore, Algorithm 8.1 solves \((k, k + 1, n)\)-agreement with individual step complexity of \( O(\frac{n^2}{k} + k) \) and total step complexity of \( O(\frac{n^2}{k} + nk) \). Note that for \( n \geq k^2 \), Algorithm 8.1 has \( O(\frac{n}{k}) \) individual step complexity, and \( O(\frac{n^2}{k}) \) total step complexity, which are the same as the complexities of binary consensus divided by \( k \).

### 8.3 \((\ell, k + 1, n)\)-Agreement Algorithms

In this section we construct several algorithms for the solving \((\ell, k + 1, n)\)-agreement, where \( \ell < k \).

#### 8.3.1 An \((\ell, k + 1, n)\)-Agreement Algorithm by Space Reduction

For agreeing on one value out of \( \{0, \ldots, k\} \) we can get a total step complexity of \( O(n^2 \log k) \) by reducing the possible values by half until we have one value. We later show how this construction can be used for agreeing on \( \ell > 1 \) values.
Algorithm 8.3 A $(1, k + 1, n)$-agreement algorithm by space reduction, code for $p_i$

Local variables $myValue = \text{input, myPair, mySide}$

Shared arrays: $Agree[1..[\log (k + 1)]][1..k/2],$
$Values[1..[\log (k + 1)]][1..k/2][0..1]$

1: for $j = 1 \ldots [\log (k + 1)]$
2:  $myPair = \lfloor \frac{myValue}{2^j} \rfloor$
3:  if $myValue - myPair \cdot 2^j < 2^{j-1}$
4:    $mySide = 0$
5:  else $mySide = 1$
6:  $Values[j][myPair][mySide] = myValue$
7:  $side = Agree[j][myPair][mySide]$
8:  $myValue = Values[j][myPair][side]$
9: end for
10: return $myValue$

In Algorithm 8.3 we assume an array $Agree$ of binary consensus instances, which a process can execute with a proposed value. Algorithm 8.3 can be modelled as a binary tree, where the processes begin at the leaves, which represent all of the values, and in every iteration $j$ the processes agree on the value of the next node, going up to the root. This means that at most half of the suggested values are decided in each iteration. In addition, all decided values are valid because this is true for each node.

Lemma 8.9 (Validity) For every $j$, the variable $myValue$ of a process $p$ at the end of iteration $j$ is an input of some process.

Proof: The proof is by induction on $j$. The base case $j = 1$ is clear since $myValue$ is initialized with the input of the process. For the induction step, assume the lemma holds up to $j - 1$, and notice that $myValue$ is updated only in line 8, to the value written in the $Values$ array in the location $side$ which is returned from the binary consensus algorithm. Since the consensus algorithm satisfies validity, $side$ has to be the input of some process to the consensus algorithm, and this only happens if that process first writes to that location in the $Values$ array in line 6. By the induction hypothesis, that value is the input of some process.
Lemma 8.10 (Agreement) Every two process executing Algorithm 8.3 output the same value.

Proof: We claim that there can be at most one value written to $Values[j][pair][side]$, and prove this by induction, where the base case is trivial since at the beginning a process writes to $Values[1][pair][side]$ only if its input value is $2 \cdot pair + side$. Assume this holds up to iteration $j - 1$. By the agreement property of the consensus algorithm, all processes that execute $Agree[j - 1][pair]$ output the same value. Therefore, in iteration $j$, only one value out of $\{2^j \cdot pair, \ldots, 2^j(pair + 1) - 1\}$ can be written to $Values[j][pair][side]$. The lemma follows by applying the claim to the root, which satisfies agreement.

Termination follows from the termination property of the binary consensus instances. For each $j$, a process executes one consensus algorithm, plus $O(1)$ additional accesses to shared variables. By using an optimal binary consensus algorithm where a process completes within $O(n)$ steps, this implies:

Theorem 8.11 Algorithm 8.3 solves $(1, k + 1, n)$-agreement with an individual step complexity of $O(n \log k)$ and a total step complexity of $O(n^2 \log k)$.

Note that we can backstop this construction at any level $j$ at the tree to get an agreement on $\ell = 2^{\log k - j}$ values. This means that instead of having $j$ iterate from 1 to $\lceil \log (k + 1) \rceil$, the algorithm changes so that $j$ iterates from 1 to $\lceil \log (k + 1) \rceil - \lceil \log \ell \rceil$. The individual step complexity is $O(n(\log k - \log \ell))$, and the total step complexity is $O(n^2(\log k - \log \ell))$.

8.3.2 An Iterative $(\ell, k + 1, n)$-Agreement Algorithm

In Algorithm 8.4, we construct an $(\ell, k + 1, n)$-agreement algorithm by iterating Algorithm 8.1 and reducing the number of possible values by one until all processes output no more than $\ell$ values. The idea is that the processes execute consecutive iterations of $(s, s + 1, n)$-agreement algorithms for values of $s$ decreasing from $k$ to $\ell$. In each iteration the number of possible values is reduced until it reaches the desired bound $\ell$.

This procedure is less trivial than it may appear because, for example, after the first iteration outputs no more than $k$ values out of $k + 1$, in order to decide on $k - 1$ out of the $k$ values that are possible, the processes need to know which are the $k$ possible values. However, careful inspection
shows that they need to know these $k$ values only if they disagree upon choosing the $k-1$ values out of them. In this case, a process that sees $k$ values indeed knows which are these values among the initial $k+1$.

We now present the pseudocode of Algorithm 8.4 which solves $(\ell, k+1, n)$-agreement by iteratively decreasing the number of possible values using Algorithm 8.1, as discussed in Section 8.3.2.

Notice that Algorithm 8.1 is correct for agreeing on $k$ values out of $k+1$ values, even if the $k+1$ possible input values are not necessarily $\{0, \ldots, k\}$, as long as they are a fixed and known set $\{v_0, \ldots, v_k\}$. This is done by having a bijective mapping between the two sets.

The following lemma guarantees the correctness of the algorithm.

**Lemma 8.12** For each iteration $s$, $\ell \leq s \leq k$, the number of different values that appear in the $myValue$ variables of the processes that finish iteration $s$ is at most $s$, and each of these values is the input of some process.

**Proof:** The proof is by induction over the iterations, where the base case is for $s = k$ and its proof is identical to that of Algorithm 8.1. For the induction step, we assume the lemma holds up to $s+1$ and prove it for $s$. A process finishes iteration $s$ when it assigns $decide = true$ in line 13. This can only happen after it reads $myCheck[disagree] == false$ in line 10, which implies that the number of different entries in $myPropose$ that contain $true$ is at most $s$. Moreover, every value that is written to the $Propose[s]$ array is the $myValue$ variable of some process at the end of iteration $s+1$, and therefore is the input of some process, by the induction hypothesis.

Applying Lemma 8.12 to $s = \ell$ gives the validity and agreement properties. This leads to the following theorem:

**Theorem 8.13** Algorithm 8.4 solves $(\ell, k+1, n)$-agreement with $O(\sum_{s=k}^{\ell} \frac{T_{s+1}+nk}{\delta_{s+1}})$ individual step complexity and $O(\sum_{s=k}^{\ell} \frac{T_{s+1}+nk}{\delta_{s+1}})$ total step complexity, where $\delta_{s+1}$, $I_{s+1}$, and $T_{s+1}$ are the agreement parameter, individual step complexity, and total step complexity, respectively, of the $(s+1)$-sided shared coins.

**Proof:** For each value of $s$, a process runs an iteration of the agreement algorithm for $s$ out of $s+1$ values. By an analog of Theorem 8.1, this takes $O\left(\frac{T_{s+1}+nk}{\delta_{s+1}}\right)$ individual step complexity, and $O\left(\frac{T_{s+1}+nk}{\delta_{s+1}}\right)$ individual step complexity. Notice that we add $O(k)$ steps for collecting the arrays and
Algorithm 8.4 An \((\ell, k + 1, n)\)-agreement algorithm, code for process \(p_i\)

local variables: \(myValue, myPropose = [0..k]\),
\(myCheck = [\text{agree, disagree}], s, m, r, decide\)

shared arrays: \(Propose[1..k][0..k]\),
\(Check[1..k][\text{agree, disagree}]\)

1: for \(s = k\) down to \(\ell\)
2: \(r = 1\)
3: \(decide = \text{false}\)
4: while \(decide == \text{false}\)
5: \(Propose[s][r][\text{myValue}] = \text{true}\)
6: \(myPropose = \text{collect}(Propose[s][r])\)
7: if the number of entries in \(myPropose\) that contains true
is at most \(s\)
8: \(Check[s][r][\text{agree}] = \langle \text{true, myValue} \rangle\)
9: else
10: \(Check[s][r][\text{disagree}] = \text{true}\)
11: \(myCheck = \text{collect}(Check[s][r])\)
12: if \(myCheck[\text{disagree}] == \text{false}\)
13: \(decide = \text{true}\)
14: else if \(myCheck[\text{agree}] == \langle \text{true, v} \rangle\)
15: \(myValue = v\)
16: else if \(myCheck[\text{agree}] == \text{false}\)
17: \(m = \text{sharedCoin}_{s+1}[r]\)
18: \(myValue = \text{the } m\text{-th entry in } myPropose\) that
contains true  \(\text{// At most } s + 1 \text{ such values}\)
19: \(r = r + 1\)
20: end while
21: end for
22: return \(myValue\)
not $O(s)$ steps, since it may be that a process does not know which are the $s + 1$ current possible values among the initial $k + 1$ values.

Summing over all iterations gives the resulting complexities.

When using the $(s + 1)$-sided shared coins of Section 8.2 we have:

**Theorem 8.14** Algorithm 8.4 solves $(\ell, k + 1, n)$-agreement with $O((k - \ell + 1)k + n\log k - \log \ell))$ individual step complexity and $O((k - \ell + 1)nk + n^2(\log k - \log \ell))$ total step complexity.

**Proof:** For the individual step complexity we have:

$$
\sum_{s=k}^{\ell} \frac{I_{s+1} + k}{\delta_{s+1}} = O(\sum_{s=k}^{\ell} \frac{n}{s} + k)
$$

$$
= O((k - \ell + 1)k + n \sum_{s=k}^{\ell} \frac{1}{s})
$$

$$
= O((k - \ell + 1)k + n(\log k - \log \ell)),
$$

where the last equality follows from the fact that the harmonic series $H_k = \sum_{s=1}^{k} \frac{1}{s}$ is in the order of $\log k$. Similarly, we have that the total step complexity is $O((k - \ell + 1)nk + n^2(\log k - \log \ell))$.

Note that for $\ell = 1$, i.e., for agreeing on exactly one value out of the initial $k + 1$ possible inputs, we get an individual step complexity of $O((k - \ell + 1)k + n(\log k - \log \ell)) = O(k^2 + n \log k)$, and a total step complexity of $O((k - \ell + 1)nk + n^2(\log k - \log \ell)) = O(nk^2 + n^2 \log k)$.

### 8.3.3 A Bit-by-Bit $(1, k + 1, n)$-Agreement Algorithm

For agreeing on one value out of $\{0, \ldots, k\}$ we construct Algorithm 8.5, which agrees on each bit at a time while making sure that the final value is valid. A similar construction appears in [72, Chapter 9], but does not address the validity condition. In this algorithm, obtaining validity is a crucial point in the construction, since simply agreeing on enough bits does not guarantee an output that is the input of some process.

The idea of our algorithm is that in every iteration $j$, all the $myValue$ local variables share the same first $j - 1$ bits, and they are all valid values (each is the input of at least one process).
Algorithm 8.5 A \((1, k + 1, n)\)-agreement algorithm by agreeing on \(\log k\) bits, code for \(p_i\)

local variables: \(myValue = input, myPropose = [0.. \log k],\)
\(myCheck = [\text{agree, disagree}], r = 0, decide = \text{false}\)

shared arrays: \(Propose[1..k][0.. \log k],\)
\(Check[1..k][][][\text{agree, disagree}]\)

\begin{verbatim}
1: for \(j = 1 \ldots [\log (k + 1)]\) 
2:     while (\(decide == \text{false}\))
3:         \(r+ = 1\)
4:         \(Propose[j][r][myValue[j]] = myValue\)
5:         \(myPropose = \text{collect}(Propose[j][r])\)
6:         if \(myPropose[0] \neq \bot\) and \(myPropose[1] \neq \bot\)
7:             \(Check[j][r][\text{disagree}] = myPropose\)
8:         else \(Check[j][r][\text{agree}] = myValue\)
9:             \(myCheck = \text{collect}(Check[j][r])\)
10:     if \(myCheck[\text{disagree}] \neq \bot\)
11:         \(coin = \text{sharedCoin}_2(j, r)\)
12:         if \(myCheck[\text{agree}] \neq \bot\)
13:             \(myValue = Propose[j][r][myCheck[\text{agree}]]\)
14:         else \(myValue = myCheck[\text{disagree}][coin]\)
15:     else \(decide = \text{true} \text{ and } r = 0\)
16: end while 
17: end for 
18: return \(myValue\)
\end{verbatim}
We now present the pseudocode of Algorithm 8.5 which solves \((1, k + 1, n)\)-agreement by agreeing on every bit of the value, as discussed in Section 8.3.3.

**Lemma 8.15** For every \(j, 1 \leq j \leq \lceil \log (k + 1) \rceil\), at the beginning of iteration \(j\) every process has \(myValue\) that is the input of some process, and all the processes have \(myValue\) with the same first \(j - 1\) bits.

**Proof:** The proof is by induction on \(j\). The base case for \(j = 1\) clearly holds since at the beginning of the algorithm \(myValue\) is initialized to the input of the process, and \(j - 1 = 0\) so there is no requirement from the first bits of \(myValue\).

Induction step: Assume that the lemma holds up to value \(j - 1\). That is, the variable \(myValue\) of all processes at the beginning of iteration \(j - 1\) has the same \(j - 2\) first bits, and they are all inputs of processes.

First, we notice that in iteration \(j - 1\) the variable \(myValue\) can only change to a value written in the \(Propose\) array in line 13, or to a value written in the \(Check\) array in line 14. This implies that \(myValue\) is always an input of some process.

Next, assume that at the end of the iteration processes \(p\) and \(q\) have \(myValue\) variables with different first \(j - 1\) bits. By the induction hypothesis, this implies that their \(j - 1\)-th bit is different. Let \(r\) be the first phase in which such two processes exist and decide in that phase. Assume, without loss of generality, that \(p\) executes line 4 after \(q\) does. This implies that when \(p\) reads the array \(Propose\) in line 5, both entries are non-empty. But then \(p\) writes its value into the \(disagree\) location of the array \(Check\) and therefore cannot decide in that phase.

Lemma 8.15, in an analog to Section 8.1, implies validity and agreement.

We denote by \(\delta = \delta_2\) the agreement parameter of the 2-sided shared coin, and \(T = T_2\) and \(I = I_2\) are its total and individual step complexities, respectively.

**Theorem 8.16** Algorithm 8.5 solves \((1, k + 1, n)\)-agreement with \(O(\lceil \log (k + 1) \rceil \cdot \frac{I}{\delta})\) individual step complexity and \(O(\lceil \log (k + 1) \rceil \frac{T}{\delta})\) total step complexity.

**Proof:** In each iteration \(j, 1 \leq j \leq \lceil \log (k + 1) \rceil\), by an analog to Lemma 8.4, the expected number of phases until all non-faulty process decide is \(1 + 1/\delta\) which is \(O(1/\delta)\). In each phase, a process takes \(O(1)\) steps in addition to the \(I\) steps it takes in the \(sharedCoin_2\) algorithm. Therefore, the
individual step complexity of Algorithm 8.5 is $O(\lceil \log (k + 1) \rceil \cdot \frac{1}{\delta})$, and the total step complexity is $O(\lceil \log (k + 1) \rceil \frac{T}{\delta})$.

Using an optimal shred coin with a constant agreement parameter, an individual step complexity of $O(n)$, and a total step complexity of $O(n^2)$, we get a $(1, k + 1, n)$-agreement algorithm with an individual step complexity of $O(n \log k)$ and a total step complexity of $O(n^2 \log k)$. Notice that the step complexity could be improved if agreement on the bits could be run in parallel. However, this is not trivial because of the need to maintain validity.
Part II

Lower Bounds for Randomized Consensus
Chapter 9

Layering Randomized Executions

This part of the thesis presents lower bounds for randomized consensus under a weak adversary (Chapter 10) and under a strong adversary (Chapter 11). We begin, in this chapter, by providing formal definitions and by setting the common grounds to both lower bounds, namely, layered randomized executions. This includes a formal presentation of the two types of adversaries that captures the difference in their ability to control the execution.

9.1 Preliminaries

The lower bounds presented in this part also address the message-passing model, in addition to the shared-memory model. We therefore define a step of a process as consisting of some local computation, including an arbitrary number of local coin flips and one communication operation, which depends on the communication model.

In a message passing system, processes communicate by sending and receiving messages: the communication operation of a process is sending messages to some subset of the processes, and receiving messages from some subset of them. For the lower bounds, we assume that a process sends a message to all the processes in each step. In a shared memory system processes communicate by reading and writing to shared (atomic) registers as defined in Section 3; each step of a process is either a read or a write to some register. The types of the registers that are assumed will be explicitly defined later.

For the purpose of the lower bound, we restrict our attention to a constrained set of executions,
which proceed in layers. An $f$-layer is a sequence of at least $n - f$ distinct process id’s. When executing a layer $L$, each process $p \in L$ takes a step, in the order specified by the layer.

An $f$-execution is an execution of the algorithm under a (finite or infinite) sequence of $f$-layers.

A configuration $C$ consists of the local states of all the processes, and the values of all the registers. We will consider only configurations that are reachable by finite sequence of $f$-layers.

We define faulty processes as follows: a process $p_i$ is non-faulty in layer $r$ if it appears in the layer. A process $p_i$ crashes in layer $r$ if it does not take a step in any layer $\ell \geq r$. A process is skipped in layer $r$, if it does not appear in layer $r$ but appears in one of the following layers.

Since we consider randomized algorithms, for each configuration $C$ there is a fixed probability for every step a process will perform when next scheduled. Denote by $X_i^C$ the probability space of the steps that process $p_i$ will perform, if scheduled by the adversary. The probability space $X_i^C$ depends only on the local state of $p_i$ in configuration $C$, and therefore, delaying $p_i$ does not change this probability space.

Let $X^C = X_1^C \times X_2^C \times \cdots \times X_n^C$ be the product probability space. A vector $\vec{y} \in X^C$ represents a possible result of the local coin flips from a configuration $C$.

### 9.2 Adversaries

Since we are discussing randomized algorithms, different assumptions on the power of the adversary may yield different results. We now model two types of adversaries, one called strong and the other weak. We first define a strong adversary, followed by the definition of a weak adversary as a restricted case. However, the lower bounds are presented in reverse order, since the case of the strong adversary is more involved.

#### 9.2.1 Strong Adversary

A strong adversary observes the processes’ local coin flips, and chooses the next $f$-layer knowing what is the next step each process will take. The adversary applies a function $\sigma$ to choose the next $f$-layer to execute for each configuration $C$ and vector $\vec{y} \in X^C$, i.e.,

$$\sigma : \{(C, \vec{y}) \mid C \text{ is a configuration and } \vec{y} \in X^C\} \rightarrow \{L \mid L \text{ is an } f\text{-layer}\}.$$
When the configuration $C$ is clear from the context we will use the abbreviation $\sigma(\vec{y}) = L\vec{y}$.

Denote by $(C, \vec{y}, L\vec{y})$ the configuration that is reached by applying steps of the processes in $L\vec{y}$, for a specific vector $\vec{y} \in X^C$. Then $C \circ \sigma$ is a random variable whose values are the configurations $(C, \vec{y}, L\vec{y})$, when $\vec{y}$ is drawn from the probability space $X^C$.

An $f$-adversary $\sigma = \sigma_1, \sigma_2, \ldots$ is a (finite or infinite) sequence of functions.

Given a configuration $C$ and a finite prefix $\sigma_\ell = \sigma_1, \sigma_2, \ldots, \sigma_\ell$ of the adversary $\sigma$, $C \circ \sigma_\ell$ is a random variable whose values are the configurations $(C, \vec{y}, L\vec{y})$, when $\vec{y}$ is drawn from the probability space $X^C$. The probability that a configuration $C'$ is reached is defined inductively\(^1\):

$$\Pr[C \circ \sigma_\ell \text{ is } C'] = \sum_{\vec{y}_1 \in X^C} \Pr[\vec{y}_1] \cdot \Pr[(C, \vec{y}_1, L\vec{y}_1) \circ \sigma_\ell' \text{ is } C'],$$

where $\sigma_\ell'$ is the remainder of the prefix after $\sigma_1$, i.e., $\sigma_\ell' = \sigma_2, \ldots, \sigma_\ell$, and the basis of the induction for $\sigma_1 = \sigma_1$ is:

$$\Pr[C \circ \sigma_1 \text{ is } C'] = \sum_{\vec{y}_1 \in X^C} \Pr[\vec{y}_1] \cdot \chi_{C'}(\vec{y}_1),$$

where $\chi_{C'}(\vec{y}_1) = \chi_{C'}(C, \sigma_1, \vec{y}_1)$ characterizes whether the configuration $C'$ is reached if $\vec{y}_1$ is drawn, i.e.,

$$\chi_{C'}(\vec{y}_1) = \begin{cases} 1 & (C, \vec{y}_1, L\vec{y}_1) \text{ is } C' \\ 0 & \text{otherwise.} \end{cases}$$

The probability of deciding $v$ when executing the algorithm under $\sigma$ from the configuration $C$ is defined as follows: if $C$ is a configuration in which there is a decision $v$, then $\Pr[\text{decision from } C \text{ under } \sigma \text{ is } v] = 1$, if $C$ is a configuration in which there is a decision $\bar{v}$, then $\Pr[\text{decision from } C \text{ under } \sigma \text{ is } v] = 0$, otherwise,

$$\Pr[\text{decision from } C \text{ under } \sigma \text{ is } v] = \sum_{\vec{y}_1 \in X^C} \Pr[\vec{y}_1] \cdot \Pr[\text{decision from } (C, \vec{y}_1, L\vec{y}_1) \text{ under } \sigma' \text{ is } v],$$

where $\sigma'$ is the remainder of the adversary after $\sigma_1$, i.e., $\sigma' = \sigma_2, \sigma_3, \ldots$.

\(^1\)For simplicity, we assume that all the probability spaces are discrete, but a similar treatment holds for arbitrary probability spaces.
9.2.2 Weak Adversary

A weak adversary is non-adaptive and decides the entire schedule in advance. The adversary does not observe neither the results of any local coins a process flips, nor any operation a process performs. We model this adversary as applying the function $\sigma$ based only on the number of layers that have been scheduled, i.e.,

$$\sigma : \mathbb{N} \rightarrow \{L \mid L \text{ is an } f\text{-layer}\}.$$ 

In other words, a weak $f$-adversary is a (finite or infinite) sequence of layers $\sigma = L_1, L_2, \ldots$.

An adversary $\sigma$, together with an initial configuration $I$ and $n$ coin-flip strings $\vec{c} = (c_1, \cdots, c_n)$, determine an execution $\alpha(\sigma, \vec{c}, I)$. For a finite adversary $\sigma$, we identify the execution $\alpha(\sigma, \vec{c}, I)$ with the configuration it results in.

9.3 Manipulating Layers

Like many impossibility results, our proof relies on having configurations that are indistinguishable to all processes, except some set $P$. Intuitively, two configurations $C$ and $C'$ are indistinguishable to a process $p$ if it cannot tell the difference between them. The idea behind identifying indistinguishable configurations is that processes that do not distinguish between them do the same thing in any extension where they are the only processes taking steps. Specifically, they decide the upon same value in the same extension from $C$ and $C'$. Thus, comparing what happens in indistinguishable executions allows us to reason about the decision value in different executions, which is one of the main techniques in deriving lower bounds in distributed computing.

The formal definition of indistinguishability is model-dependent.

In the message-passing model, we say that the configurations $C$ and $C'$ are indistinguishable to the set of processes $P$ and denote $C \sim P C'$, if each process in $P$ goes through the same local states throughout both executions up to $C$ and $C''$. More specifically, in both executions each process in $P$ sends and receives the same messages, in the same order. We further require that processes in $P$ are not crashed up to $C$ and $C''$.

In the shared-memory model, the definition of indistinguishability is slightly different than in the message-passing model. For two configurations $C$ and $C'$ to be indistinguishable to a process
we not only require $p$ to have the same local states throughout both executions (which implies that in both executions $p$ performs the same shared-memory operations, including reading the same values from registers), but also that the values of the shared registers are the same throughout both; otherwise, for example, having $p$ perform a read operation after $C$ and $C'$ might result in different executions. However, we allow the value of a shared register to be different in $C$ and $C'$ if it is no longer accessed by any process. This slight modification still captures the requirement that if a process $p$ decides $v$ in $C$ and does not distinguish between $C$ and $C'$ then it also decides in $C'$ on the same value $v$. We say that the configurations $C$ and $C'$ are indistinguishable to the set of processes $P$ and denote $C \overset{P}{\sim} C'$, if the state of all processes that are in $P$ is equal in both configurations $C$ and $C'$, these processes are not crashed in $C$ and $C'$, and the values of all the registers are equal. Similarly, we denote $C \overset{\neg P}{\sim} C'$ if the state of all processes that are not in $P$ is equal in both configurations $C$ and $C'$, and the values of all the registers are equal. In both communication models we write $C \overset{p}{\sim} C'$ or $C \overset{\neg p}{\sim} C'$ when $P = \{p\}$.

In order to obtain indistinguishable configurations, we manipulate schedules by performing very small changes to the order of processes in a given layer. Every small change results in configurations that are indistinguishable to some processes. Intuitively, after many small changes we get a chain of indistinguishable configurations, which we formally define later. These chains allow us to argue about the decision value in each execution, and derive our lower bounds.

In the remainder of this section, we show a couple of manipulations that can be done to layers in the shared memory model and result in indistinguishable configurations (additional manipulations of layers appear separately in Chapters 10 and 11). We first consider a shared-memory model where processes communicate through multi-writer registers, and use a simplifying assumption that each read step accesses the registers of all processes. We call this the multi-writer cheap-snapshot model, since each register is written to by any process, and all registers are read by any process in a single snapshot. This snapshot is charged one step, hence the term “cheap”.

We manipulate sets of processes, and then consider them as singletons when manipulations on single processes are needed. We consider a layer $L$ as a sequence of disjoint sets of processes $L = [P_{i_1} \ldots P_{i_\ell}]$, where for every $j$, $1 \leq j \leq \ell$, all the processes in $P_{i_j}$ perform the same operation: either a write operation or a cheap-snapshot operation.

The following claim handles swapping the order of consecutive sets of processes in a layer.
Claim 9.1 Let $C$ be a configuration, let $L = [P_{i_1}, \ldots, P_{i_\ell}]$ be a layer, and let $L' = [P_1, \ldots, P_{i_j-1}, P_{i_j+1}, \ldots, P_{i_\ell}]$ be the layer $L$ after swapping $P_{i_j}$ and $P_{i_j+1}$. If processes in $P_{i_j}$ and $P_{i_j+1}$ do not write to the same registers, then $(C, \bar{y}_1, L) \sim^{P_{i_j}} (C, \bar{y}_1, L')$ or $(C, \bar{y}_1, L) \sim^{P_{i_j+1}} (C, \bar{y}_1, L')$.

Proof: If all processes in $P_{i_j}$ and $P_{i_j+1}$ access different registers or all of them perform a cheap-snapshot operation, then $(C, \bar{y}_1, L) \sim^{P_{i_j}} (C, \bar{y}_1, L')$. If processes in $P_{i_j}$ perform a cheap snapshot operation and processes in $P_{i_j+1}$ write, then $(C, \bar{y}_1, L) \sim^{P_{i_j}} (C, \bar{y}_1, L')$, and otherwise $(C, \bar{y}_1, L) \sim^{P_{i_j+1}} (C, \bar{y}_1, L')$.

The above claim assumes that the processes in the two swapped sets do not write to the same registers. The case where they do write to the same registers is more complex, since swapping such processes might change values of registers, and effect the rest of the execution. Instead of swapping two such sets of processes, we first remove the first set from the layer, attach it to the end of the modified layer, and finally swap it in reverse order until it reaches the desired location in the layer. The next claim address the first component of this manipulation, which removes such a set of processes from the layer.

Claim 9.2 Let $C$ be a configuration, let $L = [P_{i_1}, \ldots, P_{i_\ell}]$ be a layer where for some $j$, $1 \leq j < \ell$, all the processes in $P_{i_j}$ and $P_{i_j+1}$ write to the same register $R$, and let $L' = [P_1, \ldots, P_{i_j-1}, P_{i_j+1}, \ldots, P_{i_\ell}]$ be the layer $L$ after removing $P_{i_j}$. Then $(C, \bar{y}_1, L) \sim^{P_{i_j}} (C, \bar{y}_1, L')$.

Proof: Since all the processes in $P_{i_j}$ and $P_{i_j+1}$ write to the same register $R$, after the processes in $P_{i_j+1}$ take steps in both layers the values of all the registers are same, and so are the local states of all the processes except those in $P_{i_j}$. This implies that this is also the case after executing the whole layers, and therefore $(C, \bar{y}_1, L) \sim^{P_{i_j}} (C, \bar{y}_1, L')$.
Chapter 10

A Lower Bound for a Weak Adversary

In this chapter, we obtain our lower bounds for randomized consensus under a weak adversary in the different communication models. We begin by introducing the framework we use, which is common to all models.

As mentioned in Section 9.3, our lower bound under a weak adversary will make use of indistinguishable chains of executions. We proceed to formally define indistinguishability chains, as follows.

Recall that we identify an execution $\alpha$ with the configuration it results in. Given two executions $\alpha_1$ and $\alpha_2$ with the same $n$ coin-flip strings $\vec{c} = (c_1, \cdots, c_n)$, we denote $\alpha_1 \sim p_i \alpha_2$ if process $p_i$ does not distinguish between $\alpha_1$ and $\alpha_2$, and does not crash in them. In this case, $p_i$ decides on the same value in $\alpha_1$ and in $\alpha_2$. We denote $\alpha_1 \approx_m \alpha_2$ if there is a chain of executions $\beta_1, \cdots, \beta_{m+1}$ such that

$$\alpha_1 = \beta_1 \sim p_{i_1} \beta_2 \sim p_{i_2} \cdots \sim p_{i_m} \beta_{m+1} = \alpha_2.$$ 

We call such a chain an indistinguishability chain of length $m + 1$. Clearly, if $\alpha \approx_m \beta \approx_m \gamma$ then $\alpha \approx_{m + m'} \gamma$, for every pair of integers $m$ and $m'$. Moreover, notice that this relation is commutative, i.e., if $\alpha_1 \approx_m \alpha_2$ then $\alpha_2 \approx_m \alpha_1$.

For every pair of consecutive executions in the chain, there is a process that decides on the same value in both executions. By the agreement condition, the decision in $\alpha_1$ and in $\alpha_2$ must be the same. This is the main idea of the lower bound proof, which is captured in Theorem 10.1: we take two executions that must have different agreement values and construct an indistinguishability chain between them, which bounds the probability of terminating in terms of the length of the
chain. Two such executions exist by the validity condition, as we formalize next.

We partition the processes into \( S = \max\{3, \lceil \frac{n}{f} \rceil \} \) sets \( P_1, \ldots, P_S \), each with at most \( f \) processes. For example, if \( n > 2f \), \( P_i = \{p_{(i-1)f+1}, \ldots, p_{if}\} \) for every \( 1 \leq i < S \), and \( P_S = \{p_{(S-1)f+1}, \ldots, p_n\} \).

Consider initial configurations \( C_0, \ldots, C_S \), such that in \( C_0 \) all the inputs are 0, and in \( C_i, 1 \leq i \leq S \), all processes in \( P_1, \ldots, P_i \) have input 1 and all other processes have input 0; in particular, in \( C_S \) all processes have input 1.

**Definition 10.1** For a schedule \( \sigma \), let \( \text{crash}(\sigma, p, r) \) be the schedule that is the same as \( \sigma \), except that \( p \) crashes in layer \( r \), i.e., does not take a step in any layer \( \ell \geq r \). For a set \( P \) of processes, \( \text{crash}(\sigma, P, r) \) is defined similarly.

Let \( \sigma_{\text{full}} \) be the full synchronous schedule with \( k \) layers, in which no process fails. The next theorem is the main tool for bounding \( q_k \) as a function of \( m \), the length of an indistinguishability chain. This theorem distills the technique we borrow from [36]. At the end of Section 10.1 we discuss how asynchrony allows to construct shorter chains.

**Theorem 10.1** Assume there is an integer \( m \) such that for all sequences of coins \( \vec{c} \),
\[
\alpha(\sigma_{\text{full}}, \vec{c}, C_0) \approx_m \alpha(\sigma_{\text{full}}, \vec{c}, C_S).
\]
Then the probability that \( A \) does not terminate after \( k(n - f) \) steps is \( q_k \geq \frac{1}{m+1} \).

**Proof:** Assume, by way of contradiction, that \( q_k(m + 1) < 1 \). Since \( \alpha(\sigma_{\text{full}}, \vec{c}, C_0) \approx_m \alpha(\sigma_{\text{full}}, \vec{c}, C_S) \), there is a chain of \( m + 1 \) executions,
\[
\alpha(\sigma_{\text{full}}, \vec{c}, C_0) = \beta_1 \overset{p_1}{\sim} \beta_2 \overset{p_2}{\sim} \cdots \overset{p_m}{\sim} \beta_{m+1} = \alpha(\sigma_{\text{full}}, \vec{c}, C_S).
\]
(See Figure 10.1.) The probability that \( A \) does not terminate in at least one of these \( m + 1 \) executions is at most \( q_k(m + 1) \). By assumption, \( q_k(m + 1) < 1 \), and hence, the set \( B \) of sequences of coins \( \vec{c} \) such that \( A \) terminates in all \( m + 1 \) executions has probability \( \Pr[\vec{c} \in B] > 0 \). Since \( \alpha(\sigma_{\text{full}}, \vec{c}, C_0) \approx_m \alpha(\sigma_{\text{full}}, \vec{c}, C_S) \), the agreement condition implies that the decision in all \( m + 1 \) executions is the same. However, the validity condition implies that the decision in \( \alpha(\sigma_{\text{full}}, \vec{c}, C_0) \) is 0, and the decision in \( \alpha(\sigma_{\text{full}}, \vec{c}, C_S) \) is 1, which is a contradiction. \( \blacksquare \)
\[ \beta_1 = \alpha(\sigma_{\text{full}}, \vec{c}, C_0) \]

\[ \beta_2 \sim \alpha_{p_{i_1}} \]

\[ \vdots \]

\[ \beta_m \]

\[ \beta_{m+1} = \alpha(\sigma_{\text{full}}, \vec{c}, C_S) \sim \alpha_{p_{i_m}} \]

\[ \text{decision is 0} \]

\[ \text{terminates with probability at least } 1 - q_k \]

\[ \text{decision is 1} \]

\[ \text{terminates with probability at least } 1 - q_k \]

Figure 10.1: Illustration for the proof of Theorem 10.1.

A slight extension of the above theorem handles Monte-Carlo algorithms, where processes may terminate without agreement with some small probability \( \epsilon \). This extension is presented in Section 10.3.

The statement of Theorem 10.1 indicates that our goal is to show the existence of an integer \( m \) such that \( \alpha(\sigma_{\text{full}}, \vec{c}, C_0) \approx_m \alpha(\sigma_{\text{full}}, \vec{c}, C_S) \); clearly, the smaller \( m \), the higher the lower bound.

The next lemma comes in handy when we construct these chains.

**Lemma 10.2** Assume there is an integer \( m \) such that for every schedule \( \sigma \), initial configuration \( I \), sequence of coins \( \vec{c} \) and set \( P_i \), \( \alpha(\sigma, \vec{c}, I) \approx_m \alpha(\text{crash}(\sigma, P_i, 1), \vec{c}, I) \). Then \( \alpha(\sigma_{\text{full}}, \vec{c}, C_0) \approx_{S(2m+1)} \alpha(\sigma_{\text{full}}, \vec{c}, C_S) \), for every sequence of coins \( \vec{c} \).

**Proof:** Consider the schedules \( \sigma_0 = \sigma_{\text{full}} \), and \( \sigma_i = \text{crash}(\sigma_0, P_i, 1) \) for every \( i, 1 \leq i \leq S \), and the corresponding executions \( \alpha_{i,j} = \alpha(\sigma_i, \vec{c}, C_j) \) for every \( i \) and \( j, 1 \leq i \leq S \) and \( 0 \leq j \leq S \). Note that the execution \( \alpha_{i,j} \) starts from the initial configuration \( C_j \) with a schedule which is almost full, except that processes in \( P_i \) never take steps.

By assumption, \( \alpha_{0,j} \approx_m \alpha_{i,j} \) for every \( i, 1 \leq i \leq S \), and every \( j, 0 \leq j \leq S \). (See Figure 10.2.) Since processes in \( P_i \) are crashed in \( \sigma_i \) for every \( i, 1 \leq i \leq S \), we have that \( \alpha_{i,i-1} \not\approx \alpha_{i,i} \), for every process \( p \in P \setminus P_i \). This implies that \( \alpha_{i,i-1} \approx_1 \alpha_{i,i} \), for every \( i, 1 \leq i \leq S \). Thus,

\[ \alpha(\sigma_{\text{full}}, \vec{c}, C_0) = \alpha_{0,0} \approx_m \alpha_{1,0} \approx_1 \alpha_{1,1} \approx_m \alpha_{0,1} \approx_m \alpha_{2,1} \approx_1 \alpha_{2,2} \cdots \alpha_{S,S} \approx_m \alpha_{0,S} = \alpha(\sigma_{\text{full}}, \vec{c}, C_S) . \]

Therefore, \( \alpha(\sigma_{\text{full}}, \vec{c}, C_0) \approx_{S(2m+1)} \alpha(\sigma_{\text{full}}, \vec{c}, C_S) \).  

\[ \blacksquare \]
10.1 Tradeoff for the Message-Passing Model

In this section we derive the lower bound for the message-passing model. Notice that in the message-passing model, since a step consists of both sending and receiving messages, a layer $L$ is not only a sequence of processes, but also specifies for each process $p \in L$ the set of processes it receives a message from (recall that we assumed that it sends messages to all processes). The reception of messages in a certain layer is done after all messages of that layer are sent, and therefore the order of processes in a layer is insignificant.

Formally, an $f$-layer is a sequence $p_{i_1}, \ldots, p_{i_m}$ of distinct process id’s, followed by a sequence $M_{i_1}, \ldots, M_{i_m}$ of subsets of process id’s, where $M_{i_j}$ is the set of process id’s from which $p_{i_j}$ receives a message in this layer. In the executions we construct, a message is either delivered in the same layer, or it is delayed and delivered after the last layer, and is effectively omitted in the execution.

Recall that the processes are partitioned into $S = \max\{3, \lceil \frac{n}{f} \rceil\}$ sets $P_1, \ldots, P_S$, each with at most $f$ processes. We manipulate schedules in order to delay messages, as follows.

**Definition 10.2** Let $\sigma$ be a finite schedule. Let $\text{delay}(\sigma, P_i, P_j, r)$ be the schedule that is the same as $\sigma$, except that the messages sent by processes in $P_i$ in layer $r$ are received by processes in $P_j$ only after the last layer. More formally, if $M_p$ is the subset of processes that a process $p$ receives a message from in layer $r$ in $\sigma$, then for every process $p \in P_j$ the subset of processes that it receives a message from in layer $r$ in $\text{delay}(\sigma, P_i, P_j, r)$ is $M_p \setminus P_r$.

Clearly, at the end of layer $r$, any process not in $P_j$ does not distinguish between the execution.
so far of a schedule \( \sigma \) and an execution so far of \( \text{delay}(\sigma, P_i, P_j, r) \). Therefore we have:

**Lemma 10.3** Let \( \sigma \) be a schedule with \( k \) layers. For any sequences of coins \( \bar{c} \), and initial configuration \( I \), at the end of layer \( r \) only processes in \( P_j \) distinguish between \( \alpha(\sigma, \bar{c}, I) \) and \( \alpha(\text{delay}(\sigma, P_i, P_j, r), \bar{c}, I) \).

Recall that \( S = \max\{3, \lceil \frac{n}{f} \rceil \} \) is the number of sets \( P_i \). We define the following recursive function for every \( r \) and \( k \), \( 1 \leq r \leq k \):

\[
m_{r,k} = \begin{cases} 
S & \text{if } r = k \\
(2(S - 1) + 1)m_{r+1,k} + S & \text{if } 1 \leq r < k 
\end{cases}
\]

A simple induction shows that \( m_{r,k} \leq (2S)^{k-r+1} \).

The following lemma proves that \( m_{1,k} \) is the integer required in Lemma 10.2 for the message-passing model, by inductively constructing indistinguishability chains between executions in which a set of processes may crash from a certain layer \( r \).

**Lemma 10.4** Let \( \sigma \) be a schedule with \( k \) layers such that for some \( r, 1 \leq r \leq k \), no process is skipped in layers \( r, r+1, \ldots, k \). Then \( \alpha(\sigma, \bar{c}, I) \approx m_{r,k} \alpha(\text{crash}(\sigma, P_i, r), \bar{c}, I) \) for every sequence of coins \( \bar{c} \), every initial configuration \( I \), and every \( i \in \{1, \ldots, S\} \).

**Proof:** Let \( \sigma = \sigma_0 \). Throughout the proof we denote \( \alpha_i = \alpha(\sigma_i, \bar{c}, I) \) for any schedule \( \sigma_i \). The proof is by backwards induction on \( r \).

**Base case:** \( r = k \). We construct the following schedules. Let \( \sigma_1 \) be the same as \( \sigma_0 \) except that the messages sent by processes in \( P_i \) in the \( k \)-th layer are received by processes in \( P_{(i+1) \mod S} \) only after the \( k \)-th layer, i.e., \( \sigma_1 = \text{delay}(\sigma, P_i, P_{(i+1) \mod S}, k) \). By Lemma 10.3, we have \( \alpha_0 \not\approx \alpha_1 \), for every process \( p \in P \setminus P_{(i+1) \mod S} \). We continue inductively to define schedules as above in the following way, for every \( h, 0 \leq h \leq S - 1 \): \( \sigma_{h+1} \) is the same as \( \sigma_h \) except that the messages sent by processes in \( P_i \) in the \( k \)-th layer are received by processes in \( P_{(i+h+1) \mod S} \) only after the \( k \)-th layer, i.e., \( \sigma_{h+1} = \text{delay}(\sigma_h, P_i, P_{(i+h+1) \mod S}, k) \). By Lemma 10.3, we have \( \alpha_h \not\approx \alpha_{h+1} \), for every process \( p \in P \setminus P_{(i+h+1) \mod S} \).

Since in \( \sigma_S \) no messages sent by processes in \( P_i \) in layer \( k \) are ever received. Except for local states of the processes in \( P_i \), this is the same as if the processes in \( P_i \) are crashed in layer \( k \):

\[
\alpha_S = \alpha(\text{crash}(\sigma, P_i, k), \bar{c}, I),
\]
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Figure 10.3: How messages from $P_i$ to $P_{i+1}$ are removed in the induction step of Lemma 10.4.

which implies that

$$\alpha(\sigma, \vec{c}, I) = \alpha_0 \approx_1 \alpha_1 \approx_1 \cdots \approx_1 \alpha_S = \alpha(\text{crash}(\sigma, P_i, k), \vec{c}, I).$$

Therefore, $\alpha(\sigma, \vec{c}, I) \approx_S \alpha(\text{crash}(\sigma, P_i, k), \vec{c}, I)$.

**Induction step:** Informally, this is similar to the base case, except that we crash $P_j$ in layer $r+1$ before “erasing” messages from $P_i$ to $P_j$ in layer $r$, and afterwards revive $P_j$ in layer $r+1$.

Formally, we assume that the lemma holds for layer $r+1$, $1 \leq r < k$, and prove that it holds for layer $r$. Let $\sigma_1 = \text{crash}(\sigma_0, P_{i+1} \mod S, r+1)$; by the induction hypothesis, $\alpha_0 \approx_{m_{r+1}, k} \alpha_1$.

Let $\sigma_2$ be the same as $\sigma_1$ except that the messages received by processes in $P_{(i+1) \mod S}$ from processes in $P_i$ in layer $r$ are received only after the $k$-th layer, i.e., $\sigma_2 = \text{delay}(\sigma_1, P_i, P_{(i+1) \mod S}, r)$. By Lemma 10.3, at the end of layer $r$ only processes in $P_{(i+1) \mod S}$ distinguish between the executions, but since they are crashed in layer $r+1$ we have $\alpha_1 \not\approx \alpha_2$, for every process $p \in P \setminus P_{(i+1) \mod S}$, implying that $\alpha_1 \approx_1 \alpha_2$.

Let $\sigma_3$ be the same as $\sigma_2$, except that the processes in $P_{(i+1) \mod S}$ do not crash in layer $r+1$. This implies that

$$\sigma_2 = \text{crash}(\sigma_3, P_{(i+1) \mod S}, r+1).$$

By the induction hypothesis, we have $\alpha_2 \approx_{m_{r+1}, k} \alpha_3$. (See Figure 10.3.)

We continue inductively to define schedules as above in the following way for every $h$, $0 \leq h \leq S-1$. We define $\sigma_{3h+1} = \text{crash}(\sigma_{3h}, P_{(i+h+1) \mod S}, r+1)$, and therefore by the induction hypothesis $\alpha_{3h} \approx_{m_{r+1}, k} \alpha_{3h+1}$. Let $\sigma_{3h+2}$ be the same as $\sigma_{3h+1}$ except that the messages received by
processes in $P_{(i+h+1) \mod S}$ from processes in $P_i$ in layer $r$ are received only after the $k$-th layer, i.e.,

$$\sigma_{3h+2} = delay(\sigma_{3h+1}, P_i, P_{(i+h+1) \mod S}, r).$$

By Lemma 10.3, at the end of layer $r$ only processes in $P_{(i+h+1) \mod S}$ distinguish between the executions, but since they are crashed in layer $r+1$ we have $\alpha_{3h+1} \not\subseteq \alpha_{3h+2}$, for every process $p \in P \setminus P_{(i+h+1) \mod S}$, implying that $\alpha_{3h+1} \approx_1 \alpha_{3h+2}$.

Finally, we define $\sigma_{3h+3}$ to be the same as $\sigma_{3h+2}$, except that processes in $P_{(i+h+1) \mod S}$ do not crash. This implies that $\sigma_{3h+2} = crash(\sigma_{3h+3}, P_{(i+h+1) \mod S}, r+1)$. By the induction hypothesis we have $\alpha_{3h+2} \approx m_{r+1,k} \alpha_{3h+3}$.

The construction implies that in $\sigma_{3(S-1)+2}$ no messages are sent by the processes in $P_i$ in layer $r$, and they are crashed from layer $r+1$. Except for local states of the processes in $P_i$, this is the same as if the processes in $P_i$ are crashed from layer $r$. Therefore

$$\alpha(\sigma_{3(S-1)+2}, \vec{c}, I) = \alpha(crash(\sigma_0, P_i), \vec{c}, I),$$

and hence

$$\alpha_0 \approx m_{r+1,k} \alpha_1 \approx_1 \alpha_2 \approx m_{r+1,k} \alpha_3 \approx m_{r+1,k} \cdots \approx m_{r+1,k} \alpha_3 \approx_1 \alpha_3 \approx_1 \alpha_{3(S-1)+2}.$$  

Since $m_{r,k} = (2(S - 1) + 1) m_{r+1,k} + S$, this implies that $\alpha_0 \approx_1 m_{r,k} \alpha(crash(\sigma_0, P_i), \vec{c}, I)$.  

Note that in all executions constructed in the proof, at most one set of processes $P_i$ does not appear in a layer; since $|P_i| \leq f$, this implies that at least $n - f$ processes take a step in every layer, and hence every execution in the construction contains at least $k(n - f)$ steps.

Lemmas 10.2 and 10.4 imply that for any sequence of coins $C$, $\alpha(\sigma_{full}, \vec{c}, C_0) \approx S(2m_{1,k}+1)$

$$\alpha(\sigma_{full}, \vec{c}, C_S).$$

Since $m_{1,k} \leq (2S)^k$, substituting $S(2m_{1,k}+1)$ in the parameter $m$ of Theorem 10.1 yields that $q_k \geq \frac{1}{(2S)^k+1+S+1}$. Recall that $S = \max\{3, \lceil \frac{m}{f} \rceil \}$. Taking $\lceil \frac{m}{f} \rceil$ to be a constant, we obtain the main result of this section:

**Theorem 10.5** Let $A$ be a randomized consensus algorithm in the asynchronous message passing model. There are a weak adversary and an initial configuration, such that the probability that $A$ does not terminate after $k(n - f)$ steps is at least $\frac{1}{c}$, where $c$ is a constant if $\lceil \frac{m}{f} \rceil$ is a constant.

In the original construction for the synchronous model ([37, 42], see also [18, Chapter 5]), a process that does not appear in a round $r$ must be crashed in that round, and therefore must be counted within the $f$ failures allowed. Hence, in order to change all the inputs from 0 to 1, we
must crash and revive fewer processes at a time at each round. For example, in order to continue 
k \leq f \text{ rounds only one process may be crashed at each round. This adds a factor of } \frac{1}{c^k} \text{ to the base of the power in the denominator of the bound on } q_k, \text{ which results in a lower bound of } \frac{1}{c^k} \text{ for the synchronous message-passing model [36].}

10.2 Tradeoff for the Shared-Memory Model

We now derive a similar lower bound for two shared-memory models, where processes communicate through shared read/write registers. The first model consists of single-writer registers and a cheap-snapshot operation that costs one step, described formally in Subsection 10.2.1. In Subsection 10.2.2 we consider multi-writer registers. The lower bounds clearly hold for the more restricted model, where processes read only a single register in each memory access.

10.2.1 Single-Writer Cheap-Snapshot

We first consider a shared-memory model where processes communicate through single-writer registers. The lower bound is proved under a simplifying assumption that each read step accesses the registers of all processes. We call this the single-writer cheap-snapshot model, since each register is written to by one specific process, and all registers are read by any process in a single snapshot.

As in a standard shared-memory model, a step of a process consists of accessing the shared memory, and performing local computations. We further assume that in the algorithm, the steps of every process alternate between a write and a cheap-snapshot, starting with a write. Any algorithm can be transformed to satisfy this requirement by having a process rewrite the same value to its register if it is forced to take a write operation, or read all of the registers and ignore some of (or all) their values if it is forced to take a cheap-snapshot operation. This only doubles the step complexity.

Recall that the processes are partitioned into \( S = \max\{3, \lceil \frac{n}{f} \rceil\} \) sets \( P_1, \ldots, P_S \), each with at most \( f \) processes. We consider a restricted set of layered schedules.

**Definition 10.3** A schedule \( \sigma \) is regular if for every layer \( L \) and every \( i, 1 \leq i \leq S \), either all processes \( p \in P_i \) take a step in \( L \) consecutively (one after the other, without steps of processes not
in $P_i$ in between), or none of the processes $p \in P_i$ take a step in $L$. We denote by $\pi$ the permutation of the sets $P_i$ that take steps in $L$, i.e., if processes $p \in P_i$ take a step in $L$, then $\pi^{-1}(i)$ is their index in the layer. We denote by $|\pi|$ the number of sets $P_i$ that take steps in the layer.

Note that, in contrast to the message-passing model, in a shared-memory model the order of the processes in a layer $L$ is significant, since different orderings result in different executions.

Regular schedules are useful in our proofs since in every layer, all the processes in some set $P_i$ perform the same operation, as argued in the next lemma. Since processes in the same set $P_i$ either all write to different registers (recall that registers are single-writer) or read all registers, this means that in a regular execution, the order of processes in the set $P_i$ does not matter.

**Lemma 10.6** Let $\sigma$ be a regular schedule with $k$ layers. Then in every layer $L$ in $\sigma$, for every $i$, $1 \leq i \leq S$, either all process $p \in P_i$ do not take a step in $L$, or all processes $p \in P_i$ perform a write operation in $L$, or all processes $p \in P_i$ perform a cheap-snapshot operation in $L$.

**Proof:** The proof is by induction on the layer number $r$.

**Base case:** Let $r = 1$, i.e., $L$ is the first layer of $\sigma$. Since $\sigma$ is regular, either all process $p \in P_i$ take a step in $L$, or none of the processes $p \in P_i$ take a step in $L$. If all take a step then by our assumption on the algorithm, it is a write operation. Otherwise, none take a step, which proves the base case.

**Induction step:** Assume the lemma holds for layer $\ell$, $1 \leq \ell \leq r$. We prove the lemma for layer $r + 1$. By the induction hypothesis, in every layer $\ell$, $1 \leq \ell \leq r$, either all processes $p \in P_i$ perform a cheap-snapshot operation, or all perform a write operation, or none perform an operation. If none preform any operation in any layer $\ell \leq r$, then at the beginning of layer $r + 1$ the pending operation of all processes $p \in P_i$ is a write operation by our assumption on the algorithm. Otherwise, let $\ell$ be the maximal layer in which all processes $p \in P_i$ took a step. If they are cheap-snapshot operations, then at the beginning of layer $r + 1$ the pending operation of all processes $p \in P_i$ is a write operation by our assumption on the algorithm. If they are write operations, then at the beginning of layer $r + 1$ the pending operation of all processes $p \in P_i$ is a cheap-snapshot operation by our assumption on the algorithm. In any case, at the beginning of layer $r + 1$, either all processes $p \in P_i$ have a pending cheap-snapshot operation, or all have a pending write operation. Since $\sigma$ is regular, either none of the processes $p \in P_i$ take a step in layer $r + 1$, or all take a step in layer $r + 1$, in which
case it would either be a cheap-snapshot operation for all processes, or a write operation for all processes.

In the proof, we apply certain manipulations to regular schedules, allowing us to delay and crash sets of processes, as follows.

**Definition 10.4** Let $\sigma$ be a schedule such that every $p \in P_i$ is non-faulty in layer $r$, and such that $P_i$ is not the last set of processes in the layer. Let $\text{swap}(\sigma, P_i, r)$ be the schedule that is the same as $\sigma$, except that the steps of processes in $P_i$ are swapped with steps of the next set of processes in that layer. Formally, if $\pi$ is the permutation of layer $r$ in $\sigma$ and $\pi'$ is the permutation of layer $r$ in $\text{swap}(\sigma, P_i, r)$, and if $j = \pi^{-1}(i)$, then we have $\pi'(j) = \pi(j + 1)$ and $\pi'(j + 1) = \pi(j)$.

Inductively, we define

$$\text{swap}^j(\sigma, P_i, r) = \text{swap}(\text{swap}^{j-1}(\sigma, P_i, r), P_i, r),$$

that is, $P_i$ is swapped $j$ times and moved $j$ sets later in the layer.

**Definition 10.5** Let $\sigma$ be a schedule and $r$ be a layer such that no process is skipped in any layer $\ell > r$. Let $\text{delay}(\sigma, P_i, r)$ be the schedule that is the same as $\sigma$, except that the steps of $P_i$ starting from layer $r$ are delayed by one layer. Thus, there is no step of $p \in P_i$ in layer $r$, the step of $p \in P_i$ in layer $r + 1$ is the step that was in layer $r$, and so on. The permutations of the layers $\ell \geq r + 1$ do not change.

Note that this definition assumes a schedule $\sigma$ in which no process is skipped in any layer $\ell > r$. Specifically, this implies that $P_i$ appears in every layer $\ell \geq r + 1$, which allows to keep the permutations in layers $\ell \geq r + 1$ unchanged in $\text{delay}(\sigma, P_i, r)$.

Delaying a set $P_i$ from layer $r$ can be seen as delaying $P_i$ from layer $r + 1$, swapping $P_i$ in layer $r$ until it reaches the end of the layer, accounting for $P_i$ as the first set in layer $r + 1$ instead of the last set in layer $r$, and then swapping $P_i$ in layer $r + 1$ until it reaches its original place in the layer.

Although accounting for $P_i$ as the first set in layer $r + 1$ instead of the last set in layer $r$ does not change the order of steps taken, it is technically a different schedule (recall that the schedules are defined as sequences of layers, which in this case are different in layers $r$ and $r + 1$). Therefore we define:
Definition 10.6 Let $\sigma$ be a schedule where the last set of processes in layer $r$ is $P_i$, and this set does not appear in layer $r + 1$. Let $\text{rollover}(\sigma, P_i, r)$ be the schedule that is the same as $\sigma$, except that $P_i$ is the first set in layer $r + 1$ instead of the last set in layer $r$.

Effectively, such two schedules $\sigma$ and $\text{rollover}(\sigma, P_i, r)$ have the same order of steps, which implies that the executions of these schedules is the same:

$$\alpha(\sigma, \vec{c}, I) = \alpha(\text{rollover}(\sigma, P_i, r), \vec{c}, I).$$

Definitions 10.4, 10.5, and 10.6 imply:

Corollary 10.7 Let $\sigma$ be a regular schedule with $k$ layers, and for every $r$, $1 \leq r \leq k$, let $\pi_r$ be the permutation of layer $r$ in $\sigma$. Then,

$$\text{delay}(\sigma, P_i, r) = \text{swap}^{\pi_{r+1}^{-1}(i)-1}(\text{rollover}(\text{swap}^{\pi_r - \pi_r^{-1}(i)}(\text{delay}(\sigma, P_i, r+1), P_i, r), P_i, r), P_i, r+1).$$

Figure 10.4 depicts the schedules used when delaying a set $P_i$ in layer $r$ of a schedule $\sigma$, according to this corollary.

Recall that $\text{crash}(\sigma, P_i, r)$ is the schedule that is the same as $\sigma$, except that processes in $P_i$ crash in layer $r$. Crashing a set $P_i$ in layer $r$ can be seen as delaying it from layer $r$, and then crashing it from layer $r + 1$. Definitions 10.1 and 10.5 imply that:

Corollary 10.8 For every regular schedule $\sigma$,

$$\text{crash}(\sigma, P_i, r) = \text{crash}(\text{delay}(\sigma, P_i, r), P_i, r + 1).$$

An important property of regular schedules is that swapping, delaying, or crashing a set of processes $P_i$ yields a regular schedule as well, because the sets are manipulated together.

Lemma 10.9 Let $\sigma$ be a regular schedule with $k$ layers. Then for every $i$, $1 \leq i \leq S$, and every $r$, $1 \leq r \leq k$, the schedules $\text{swap}(\sigma, P_i, r)$, $\text{delay}(\sigma, P_i, r)$, $\text{rollover}(\sigma, P_i, r)$, and $\text{crash}(\sigma, P_i, r)$ are regular.

Proof: Every layer $\ell \neq r$ in $\text{swap}(\sigma, P_i, r)$ is the same as in $\sigma$ and therefore satisfies the requirement of a regular schedule. In layer $r$, all processes that took steps in $\sigma$ also take steps in
Figure 10.4: An example showing how \textit{swap} operators are applied to delay a set of processes $P_i$; assume $P_i$ is the penultimate set in layer $r$ and the third set in layer $r+1$. Note that the third transition does not modify the execution, and only accounts the steps of $P_i$ to layer $r+1$ instead of layer $r$; the last transition just notes that we have obtained $\text{delay}(\sigma, P_i, r)$.

\textit{swap}(\sigma, P_i, r)$, and each set remains consecutive. Therefore, $\text{swap}(\sigma, P_i, r)$ is regular. It is also easy to see that $\text{rollover}(\sigma, P_i, r)$ is regular.

The proof for $\text{delay}(\sigma, P_i, r)$ and $\text{crash}(\sigma, P_i, r)$ is by backwards induction on the layer number $r$.

\textit{Base case}: For $r = k$, delaying a set $P_i$ in the last layer, is the same as crashing $P_i$. Denote $\sigma' = \text{delay}(\sigma, P_i, k) = \text{crash}(\sigma, P_i, k)$. Every layer $\ell < k$ in $\sigma'$ is the same as in $\sigma$, and the last layer $k$ is the same in $\sigma'$ except that the processes in $P_i$ do not take a step. Hence, $\sigma'$ is also regular.

\textit{Induction step}: We assume the lemma holds for every layer $\ell$, $r+1 \leq \ell \leq k$, and prove it for layer $r$. By Corollary 10.7, the induction hypothesis and since swapping results in a regular schedule, $\text{delay}(\sigma, P_i, r)$ is regular. By Corollary 10.8, the induction hypothesis and since delaying results in a regular schedule, $\text{crash}(\sigma, P_i, r)$ is regular.

We next construct an indistinguishability chain of schedules between any regular schedule and a schedule in which some set of processes is delayed or crashed. The construction relies on
Corollary 10.7 and Corollary 10.8 to delay or crash a set of processes through a sequence of swaps. The elementary step in this construction, where a set is swapped with the following one, is provided by the next lemma.

**Lemma 10.10** Let $\sigma$ be a regular schedule with $k$ layers. For any sequences of coins $\bar{c}$, and initial configuration $I$, if $P_i$ is not the last set of processes in layer $r$, $1 \leq r \leq k$, then there is a set $P_j$ such that at the end of layer $r$ only processes in $P_j$ (at most) distinguish between $\alpha(\sigma, \bar{c}, I)$ and $\alpha(\text{swap}(\sigma, P_i, r), \bar{c}, I)$.

**Proof:** Consider $\text{swap}(\sigma, P_i, r)$ and let $\pi$ be the permutation corresponding to layer $r$. Since $P_i$ is not the last set in the layer, we have $\pi^{-1}(i) \neq |\pi|$. Let $i' = \pi(\pi^{-1}(i) + 1)$, i.e., $P_i$ is swapped with $P_{i'}$. By Lemma 10.6, either all the processes in $P_i$ perform a cheap-snapshot operation or all processes in $P_i$ perform a write operation. The same applies for $P_{i'}$.

Let $C$ be the configuration resulting from both executions after layer $r - 1$ and $\vec{y}_1$ the vector of the resulting coin flips of the processes at the configuration $C$. Further, let $L$ be layer $r$ in $\sigma$, and $L'$ be layer $r$ in $\text{swap}(\sigma, P_i, r)$. By Claim 9.1, there is a set $P_j$ such that the configurations at the end of layer $r$ of both executions are indistinguishable to processes not in $P_j$ (where $j$ is either $i$ or $i'$).

Notice that the set $P_j$ (the value of the index $j$) depends only on the types of operations performed, i.e., only on $\sigma$, and not on the sequences of coins $\bar{c}$ or the initial configuration $I$. This is crucial for ensuring that the adversary is non-adaptive.

For every $r$ and $k$, $1 \leq r \leq k$, we define:

$$s_{r,k} = \begin{cases} 
1 & \text{if } r = k \\
2 \cdot c_{r+1,k} + 1 & \text{if } 1 \leq r < k 
\end{cases}$$

$$d_{r,k} = \begin{cases} 
S & \text{if } r = k \\
d_{r+1,k} + S \cdot s_{r,k} + S \cdot s_{r+1,k} & \text{if } 1 \leq r < k 
\end{cases}$$

$$c_{r,k} = \begin{cases} 
S & \text{if } r = k \\
d_{r,k} + c_{r+1,k} & \text{if } 1 \leq r < k 
\end{cases}$$

where $S = \max\{3, \lceil \frac{n}{f} \rceil\}$ is the number of sets $P_i$. These recursive functions will be used for bounding the lengths of the indistinguishability chains in our construction.
The next proposition shows a bound on these functions; its proof is a simple backwards induction.

**Proposition 10.11** \( c_{r,k} \leq (2S + 4)^{k-r+1} \).

The main technical result of this section is the following lemma, which will be used to show an indistinguishability chain between the executions that result from schedules \( \sigma \) and \( crash(\sigma, P_i, 1) \), in order to apply Lemma 10.2. Additional claims, regarding \( swap \) and \( delay \), are proved in order to carry through with the proof.

**Lemma 10.12** Let \( \sigma \) be a regular schedule with \( k \) layers such that no process is skipped at any layer \( \ell \geq r \), for some \( r, 1 \leq r \leq k \). For any sequences of coins \( \vec{c} \), and initial configuration \( I \), and for every \( i, 1 \leq i \leq S \), the following all hold:

\[
\begin{align*}
\alpha(\sigma, \vec{c}, I) & \approx_{s_{r,k}} \alpha(swap(\sigma, P_i, r), \vec{c}, I), \\
\alpha(\sigma, \vec{c}, I) & \approx_{d_{r,k}} \alpha(delay(\sigma, P_i, r), \vec{c}, I), \\
\alpha(\sigma, \vec{c}, I) & \approx_{c_{r,k}} \alpha(crash(\sigma, P_i, r), \vec{c}, I).
\end{align*}
\]

**Proof:** Let \( \sigma_0 = \sigma \). Throughout the proof, we denote \( \alpha_i = \alpha(\sigma_i, \vec{c}, I) \) for every schedule \( \sigma_i \), and \( \alpha_i' = \alpha(\sigma_i', \vec{c}, I) \) for every schedule \( \sigma_i' \).

The proof is by backwards induction on \( r \).

**Base case:** \( r = k \). Consider \( swap(\sigma, P_i, k) \), where \( P_i \) is not the last set in the layer (otherwise swapping is undefined). By Lemma 10.10, there is a set \( P_j \), which does not depend on \( \vec{c} \) or \( I \), such that \( \alpha(\sigma, \vec{c}, I) \approx_{s_{r,k}} \alpha(swap(\sigma, P_i, r), \vec{c}, I) \), for every process \( p \notin P_j \). Therefore, \( \alpha(\sigma, \vec{c}, I) \approx_{s_{k,k}} \alpha(swap(\sigma, P_i, k), \vec{c}, I) \).

Delaying \( P_i \) in the last layer is equivalent to failing it, therefore \( delay(\sigma, P_i, k) = crash(\sigma, P_i, k) \). Denote this schedule by \( \sigma' \). We crash \( P_i \) by swapping it until it reaches the end of the layer and then removing it. In more detail, let \( \pi \) be the permutation of the last layer of \( \sigma \), and define:

\[ \sigma'' = swap^{\pi_i - \pi_i^{-1}(i)}(\sigma, P_i, k). \]

The proof of the base case for \( swap(\sigma, P_i, k) \) implies that there is a chain of length \( s_{k,k} \cdot (|\pi_r| - \pi_r^{-1}(i)) \leq (S - 1) \cdot s_{k,k} = S - 1 \) between the executions, i.e., \( \alpha_0 \approx_{s_{k,k}} \alpha(\sigma'', \vec{c}, I) \).
We define $\alpha$. Clearly, $\alpha$ swap it follows that $\sigma$ at the end of layer $r$, the induction hypothesis, and since By the proof for delaying, the induction hypothesis, and since $\alpha(\sigma, P_i, r, \vec{c}, I)$ and $\alpha(\sigma, \vec{c}, I) \approx \alpha(\text{crash}(\sigma, P_i, r), \vec{c}, I)$.

**Induction step**: Assume the lemma holds for layer $r + 1 \leq k$. We prove that it holds for layer $r$.

We first deal with swapping; assume that $P_i$ is not the last set in the layer and consider $\text{swap}(\sigma, P_i, r)$. By Lemma 10.10, there is a set $P_j$, which does not depend on $\vec{c}$ or $I$, such that at the end of layer $r$ only process in $P_j$ distinguish between $\alpha(\sigma, \vec{c}, I)$ and $\alpha(\text{swap}(\sigma, P_i, r), \vec{c}, I)$. We define $\sigma_1$ to be the same as $\sigma$ except that processes in $P_j$ are crashed in layer $r + 1$, i.e., $\sigma_1 = \text{crash}(\sigma, P_j, r + 1)$. By the induction hypothesis, $\alpha_0 \approx_{\alpha_{r+1,k}} \alpha_1$. Let $\alpha_2$ be the same as $\sigma_1$ except that $P_i$ and $P_j$ are swapped in layer $r$, i.e., $\alpha_2 = \text{swap}(\sigma_1, P_i, r)$. Since only processes in $P_j$ observe the swapping, but are all crashed in the next layer, we have that $\alpha_1 \approx \alpha_2$ for every process $\sigma \not\in P_j$. Finally, let $\alpha_3$ be the same as $\sigma_2$, except that processes in $P_j$ are not crashed in layer $r + 1$, i.e., $\alpha_3 = \text{crash}(\sigma_3, P_j, r + 1)$. By the induction hypothesis, $\alpha_2 \approx_{\alpha_{r+1,k}} \alpha_3$. Notice that $\sigma_3 = \text{swap}(\sigma, P_i, r)$, and $2c_{r+1,k} + 1 = s_{r,k}$, which implies that $\alpha(\sigma, \vec{c}, I) \approx \alpha(\text{swap}(\sigma, P_i, r), \vec{c}, I)$.

Next, we consider the case of delaying a process, i.e., $\text{delay}(\sigma, P_i, r)$). (Recall Figure 10.4.)

By Corollary 10.7,
\[
\text{delay}(\sigma, P_i, r) = \text{swap}^{\sigma_r(i)-1}(\text{rollover}(\text{swap}^{\sigma_r(i)-1}(\text{delay}(\sigma, P_i, r+1), P_i, r), P_i, r), P_i, r+1).
\]

Recall that applying rollover does not change the execution. Hence, by the proof for swapping, the induction hypothesis, and since
\[
d_{r+1,k} + s_{r,k} \cdot (|\sigma_r| - \pi_{r}^{-1}(i)) + s_{r+1,k} \cdot (\pi_{r+1}^{-1}(i) - 1) \leq d_{r+1,k} + S \cdot s_{r,k} + S \cdot s_{r+1,k} = d_{r,k}
\]
it follows that $\alpha(\sigma, \vec{c}, I) \approx_{d_{r,k}} \alpha(\text{delay}(\sigma, P_i, r), \vec{c}, I)$.

Finally, we consider the case of crashing a process, i.e., $\text{crash}(\sigma, P_i, r)$. By Corollary 10.8,
\[
\text{crash}(\sigma, P_i, r) = \text{crash}(\text{delay}(\sigma, P_i, r), P_i, r + 1).
\]

By the proof for delaying, the induction hypothesis, and since $d_{r,k} + c_{r+1,k} = c_{r,k}$, it follows that
\[
\alpha(\sigma, \vec{c}, I) \approx_{c_{r,k}} \alpha(\text{crash}(\sigma, P_i, r), \vec{c}, I).
\]

\[\blacksquare\]
Note that in all executions constructed in the proof, at most one set of processes $P_i$ does not appear in a layer; since $|P_i| \leq f$, this implies that at least $n - f$ processes take a step in every layer, and hence every execution in the construction contains at least $k(n - f)$ steps.

Lemmas 10.2 and 10.12 imply that for every sequence of coins $\vec{c}$, $\alpha(\sigma_{\text{full}}, \vec{c}, C_0) \approx S(2c_{1,k}+1)+1 \alpha(\sigma_{\text{full}}, \vec{c}, C_S)$. Since $c_{1,k} \leq (2S + 4)^k$, we have that $S(2c_{1,k}+1)+1 \leq (2S + 4)^{k+1}$. Substituting in Theorem 10.1 yields that $q_k \geq \frac{1}{(2S+4)^{k+1}+1}$. Since $S$ can be taken to be a constant when $\lceil \frac{n}{f} \rceil$ is a constant, we get the next theorem:

**Theorem 10.13** Let $A$ be a randomized consensus algorithm in the asynchronous shared-memory model, with single-writer registers and cheap snapshots. There are a weak adversary and an initial configuration, such that the probability that $A$ does not terminate after $k(n - f)$ steps is at least $\frac{1}{c}$, where $c$ is a constant if $\lceil \frac{n}{f} \rceil$ is a constant.

### 10.2.2 Multi-Writer Cheap-Snapshot

We derive the lower bound for multi-writer registers by reduction to single-writer registers. In a simple simulation of a multi-writer register from single-writer registers (e.g., [73]), performing a high-level read or write operation (to the multi-writer register) involves $n$ low-level read operations (of all single-writer registers) and possibly one low-level write operation (to the process’ own single-writer register). This multiplies the total step complexity by $O(n)$.

However, with cheap-snapshots, we can read all single-writer registers in one step, yielding a simulation that only doubles the total step complexity (since writing includes a cheap-snapshot operation). The pseudocode of the simulation appears in Algorithm 10.1, which uses an array $RR$ of single-writer variables. $RR[i]$ is the last value written by $p_i$, together with a timestamp. The correctness of this algorithm follows along the proof of Algorithm 10.3 from [18].

Since in the single-writer cheap-snapshot model each snapshot operation accounts for one access to the shared memory, every algorithm in the multi-writer model can be transformed to an algorithm in the single-writer cheap-snapshot model, where the step complexity is only multiplied by a constant factor. Combining this with Theorem 10.13 yields the next theorem.

**Theorem 10.14** Let $A$ be a randomized consensus algorithm in the asynchronous shared-memory model, with multi-writer registers and cheap snapshots. There are a weak adversary and an initial
Algorithm 10.1 Simulating a multi-writer register $R$ from single-writer registers.

Process $p_i$ has a shared register $RR[1]$, each consisting of the pair $(v, t)$; initially, each register holds $(0, \text{init})$, where $\text{init}$ is the desired initial value.

1: $read(R)$:
2: snapshot $RR$ array into local $(t, v)$ array
3: return $v[j]$ such that $t[j]$ is maximal

4: $write(R, v)$ by $p_w$:
5: snapshot $RR$ array into local $(t, v)$ array
6: let $lts$ be the maximum of $t[1], \ldots, t[n]$
7: write the pair $(v, lts + 1)$ to $RR[w]$
8: return

configuration, such that the probability that $A$ does not terminate after $k(n - f)$ steps is at least $\frac{1}{ce}$, where $c$ is a constant if $\lceil \frac{n}{f} \rceil$ is a constant.

10.3 Monte-Carlo Algorithms

Another way to overcome the impossibility of asynchronous consensus is to allow Monte-Carlo algorithms. This requires us to relax the agreement property and allow the algorithm to decide on conflicting values, with small probability. Let $\epsilon_k$ be the maximum probability, over all weak adversaries and over all initial configurations, that processes decide on conflicting values after $k(n - f)$ steps. The next theorem is the analogue of Theorem 10.1, for bounding the probability of terminating after $k(n - f)$ steps.

Theorem 10.15 Assume there is an integer $m$ such that for all sequences of coins $\vec{c}$, $\alpha(\sigma_{\text{full}}, \vec{c}, C_0) \approx_m \alpha(\sigma_{\text{full}}, \vec{c}, C_S)$. Then $q_k \geq \frac{1-(m+1)\epsilon_k}{m+1}$.

Proof: Assume, by way of contradiction, that $(m + 1)q_k < 1 - (m + 1)\epsilon_k$. Consider the $m + 1$ executions in the sequence implied by the fact that $\alpha(\sigma_{\text{full}}, \vec{c}, C_0) \approx_m \alpha(\sigma_{\text{full}}, \vec{c}, C_S)$. The probability that $A$ does not terminate in at least one of these $m + 1$ executions is at most $(m + 1)q_k$. 
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By assumption, \( q_k(m+1) < 1 - (m+1)\epsilon_k \), and hence, the set \( B \) of sequences of coins \( \vec{c} \) such that \( A \) terminates in all \( m+1 \) executions has probability \( \Pr[\vec{c} \in B] > (m+1)\epsilon_k \).

If the agreement property is satisfied in all \( m+1 \) executions, then by the validity condition, as in the proof of Theorem 10.1, we get that the decision in \( \alpha(\sigma_{full}, \vec{c}, C_0) \) is the same as the decision in \( \alpha(\sigma_{full}, \vec{c}, C_S) \), which is a contradiction. Hence, for every \( \vec{c} \in B \), the agreement condition does not hold in at least one of these executions.

Since we have \( m+1 \) schedules in the chain, there exists a schedule for which the agreement condition does not hold with probability greater than \( \epsilon_k \). But this means that \( A \) satisfies agreement with probability smaller than \( 1 - \epsilon_k \), which is a contradiction.

Substituting with Lemma 10.2 and Lemma 10.4, yields the lower bound for the message passing model.

**Theorem 10.16** Let \( A \) be a randomized consensus algorithm in the asynchronous message passing model. There are a weak adversary and an initial configuration, such that the probability that \( A \) does not terminate after \( k(n-f) \) steps is at least \( \frac{1 - c^k\epsilon_k}{\epsilon_k} \), where \( c \) is a constant if \( \lceil \frac{n}{f} \rceil \) is a constant, and \( \epsilon_k \) is a bound on the probability for disagreement.

Substituting with Lemma 10.2 and Theorem 10.14 yields the lower bound for the shared memory model.

**Theorem 10.17** Let \( A \) be a randomized consensus algorithm in the asynchronous shared-memory model with multi-writer registers and cheap snapshots. There are a weak adversary and an initial configuration, such that the probability that \( A \) does not terminate after \( k(n-f) \) steps is at least \( \frac{1 - c^k\epsilon_k}{\epsilon_k} \), where \( c \) is a constant if \( \lceil \frac{n}{f} \rceil \) is a constant, and \( \epsilon_k \) is a bound on the probability for disagreement.

The bound we obtain in Theorem 10.15 on the probability \( q_k \) of not terminating increases as the allowed probability \( \epsilon_k \) of terminating without agreement decreases, and coincides with Theorem 10.1 in case the agreement property must always be satisfied (i.e., \( \epsilon_k = 0 \)). In case an algorithm always terminates in \( k(n-f) \) steps (i.e., \( q_k = 0 \)), we can restate Theorem 10.15 as a bound on \( \epsilon_k \):

**Corollary 10.18** Assume there is an integer \( m \) such that for all sequences of coins \( \vec{c} \), \( \alpha(\sigma_{full}, \vec{c}, C_0) \approx_m \alpha(\sigma_{full}, \vec{c}, C_S) \). Moreover, assume that the algorithm always terminates after \( k(n-f) \) steps, i.e., \( q_k = 0 \). Then \( \epsilon_k \geq \frac{1}{m+1} \).
For example, the algorithms for the message-passing model given by Kapron et al. [52] are Monte-Carlo, i.e., have a small probability for terminating without agreement. They present an algorithm that always terminates within $\text{polylog}(n)$ asynchronous rounds, and has a probability $\frac{1}{\text{polylog}(n)}$ for disagreeing. For comparison, our lower bound of Corollary 10.18 for disagreeing when $k = \text{polylog}(n)$ and $q_k = 0$ is $\epsilon_k \geq \frac{1}{c\text{polylog}(n)}$, where $c$ is a constant if $\lceil \frac{n}{f} \rceil$ is a constant. Their second algorithm always terminates within $2^{\Theta(\log^7 n)}$ asynchronous rounds, and has a probability $\frac{1}{\text{poly}(n)}$ for disagreeing, while our lower bound is $\epsilon_k \geq \frac{1}{2^{\Theta(\log^7 n)}}$. 
Chapter 11

A Lower Bound for a Strong Adversary

In this section we prove a lower bound for randomized consensus under a strong adversary, as defined in Section 9.2. We begin, in Section 11.1, by laying the setting for the framework we use. This section defines the key notions used in our lower bound proof—\textit{potence} and \textit{valence}—and proves that layered executions in the multi-writer shared-memory model are \textit{potence connected}. The lower bound proof appears in Section 11.2.

We emphasize that we are considering multi-writer registers, which we could not have assumed when manipulating layers for the lower bound under the weak adversary because there the register written to by a process has to be fixed in advance for the adversary to be non-adaptive. However, under a strong adversary we cannot directly employ the reduction of Section 10.2.2 from single-writer cheap-snapshot registers to multi-writer registers because the adaptiveness of our strong adversary may imply a weakening of the algorithm (splitting operations that are modelled as atomic operations into several memory accesses). Dealing with multi-writer registers directly imposes some subtle challenges when proving indistinguishability of configurations, therefore the manipulations we perform on the layers for proving the lower bound in this section are more involved. Moreover, coping with these manipulations requires additional definitions which are specific for this lower bound, and hence do not appear in Chapter 9.
11.1 Potence and Valence of Configurations

In order to derive our lower bound, we are interested in the probability of reaching each of the possible decision values, from a given configuration. As the algorithm proceeds towards a decision, we expect the probability of reaching a decision to grow, where for a configuration in which a decision is reached, this probability is 1. This intuition is formalized as follows. Let \( k \geq 0 \) be an integer, and define

\[
\epsilon_k = \frac{1}{n\sqrt{n}} - \frac{k}{(n-f)^3}.
\]

Our proof makes use of adversaries that have a probability of \( 1 - \epsilon_k \) for reaching a certain decision value from a configuration reached after \( k \) layers. As the layer number \( k \) increases, the value of \( \epsilon_k \) decreases, and the probability \( 1 - \epsilon_k \) required for a decision grows. The value of \( \epsilon_k \) is set with foresight to achieve the stated bound.

An adversary with a high probability of deciding is defined as follows.

**Definition 11.1** An \( f \)-adversary \( \alpha \) from a configuration \( C \) that is reachable from an initial configuration by an \( f \)-execution with \( k \geq 0 \) layers, is \( v \)-deciding if \( \Pr[\text{decision from } C \text{ under } \alpha \text{ is } v] > 1 - \epsilon_k \).

Next, we classify configurations according to the probabilities of reaching each of the possible decisions from them. We adapt the notion of potence [60] to fit randomized algorithms.

Instead of considering all possible adversaries, we further restrict our attention to a certain subset of them, which will be specified later.

**Definition 11.2** A configuration \( C \) that is reachable from an initial configuration by an \( f \)-execution with \( k \geq 0 \) layers, is \((v, k, S)\)-potent, for \( v \in \{0, 1\} \) and a set \( S \) of \( f \)-adversaries, if there is a \( v \)-deciding adversary \( \alpha \in S \) from \( C \).

**Definition 11.3** A configuration is \((v, k, S)\)-valent if it is \((v, k, S)\)-potent but not \((\overline{v}, k, S)\)-potent. Such a configuration is also called \((k, S)\)-univalent.

A configuration is \((k, S)\)-bivalent if it is both \((0, k, S)\)-potent and \((1, k, S)\)-potent.

A configuration is \((k, S)\)-null-valent if it is neither \((0, k, S)\)-potent nor \((1, k, S)\)-potent.
Figure 11.1: Classifying configurations according to their valence.

We often say that $C$ is $v$-potent (v-valent, bivalent, null-valent) with respect to $S$, when the number of layers $k$ is clear from the context. Further, if the set $S$ is also clear from the context, we will sometimes use the notation $v$-potent ($v$-valent, bivalent, null-valent). Figure 11.1 illustrates the valence of configurations as follows. A configuration $C$ is mapped to a point in the figure, according to the maximum probabilities over all adversaries for deciding 0 and for deciding 1 from $C$; the valence of $C$ is determined by the area in which the respective point lies. For example, if this point lies beyond $1 - \epsilon_k$ on the $x$ axis, it implies that there is an adversary $\sigma$ from $C$ with probability at least $1 - \epsilon_k$ for deciding 1. Therefore, $C$ is either bivalent or 1-valent, depending on whether it lies beyond $1 - \epsilon_k$ on the $y$ axis or not.

Note that a configuration can have a certain valence with respect to one set of adversaries $S$ and another valence with respect to a different set $S'$. For example, it can be univalent with respect to $S$ and null-valent with respect to $S' \neq S$; however, this cannot happen when $S \subseteq S'$. (Another example appears in Lemma 11.1 below.)

The set of $f$-adversaries we consider, denoted $S_P$, is induced by a subset of processes $P \subseteq \{p_1, \ldots, p_n\}$. An adversary $\alpha$ is in $S_P$, if all of the layers it may choose are $P$-free, where a layer is $P$-free if it does not include any process $p \in P$. Specifically, the set $S_0$ is the set of all $f$-adversaries.

A layer is full with respect to $S_P$ if it contains the $n - |P|$ distinct process identifiers $\{p_1, \ldots, p_n\} \setminus P$; otherwise, the layer is partial. Scheduling a partial layer without some process $p \not\in P$, does not imply that $p$ is failed, since the system is asynchronous, and $p$ may appear in
later layers. However, considering only adversaries in \( S_P \) for some nonempty set \( P \), is equivalent to failing the processes in \( P \) since they do not take further steps.

Restricting a set of adversaries can only eliminate possible adversaries, and therefore cannot introduce potence that does not exist in the original set of adversaries, as formalized in the following simple lemma.

**Lemma 11.1** If a configuration \( C \), reached after \( k \) layers, is \( v \)-valent with respect to \( S_P \), then it is not \( \bar{v} \)-potent with respect to \( S_{P \cup \{p\}} \) for any process \( p \).

**Proof:** Assume towards a contradiction, that there is a process \( p \) such that \( C \) is \( \bar{v} \)-potent with respect to \( S_{P \cup \{p\}} \). Then there exists a \( \bar{v} \)-deciding adversary \( \alpha \) in \( S_{P \cup \{p\}} \), i.e.,

\[
\Pr[\text{decision in } C' \circ \alpha \text{ is } \bar{v}] > 1 - \epsilon_k.
\]

But \( \alpha \) is also an adversary in \( S_P \) because \( S_{P \cup \{p\}} \subseteq S_P \), which implies that \( C \) is \( \bar{v} \)-potent also with respect to \( S_P \), contradicting the fact that \( C \) is \( v \)-valent with respect to \( S_P \).

Let \( C \) be a configuration reached after some number of layers \( k \), and fix a vector \( \vec{y}_1 \in X^C \). We consider every configuration that can be reached by applying a single layer to \( C \). We define a relation between these various configurations, based on their potence, which generalizes notions for deterministic algorithms suggested by [60].

**Definition 11.4** For a given vector \( \vec{y}_1 \), two configurations \((C, \vec{y}_1, L)\) and \((C, \vec{y}_1, L')\) have shared potence with respect to \( S_P \), if they are both \( v \)-potent with respect to \( S_P \) for some \( v \in \{0, 1\} \).

We define *potence connectivity* between two layers, as the transitive closure of the above relation.

**Definition 11.5** For a given vector \( \vec{y}_1 \), two configurations \((C, \vec{y}_1, L)\) and \((C, \vec{y}_1, L')\) are potence connected with respect to \( S_P \), if there is a sequence of layers \( L = L_0, L_1, \ldots, L_h = L' \) such that for every \( i \), \( 0 \leq i < h \), there exists a process \( p \) such that the configurations \((C, \vec{y}_1, L_i)\) and \((C, \vec{y}_1, L_{i+1})\) have shared potence with respect to \( S_{P \cup \{p\}} \).
In particular, if \((C, \vec{y}_1, L)\) and \((C, \vec{y}_1, L')\) have shared potence with respect to \(S_{P \cup \{p\}}\) for some process \(p\), then they are potence connected.

Our goal is to show that given \(C, \vec{y}_1\) and \(S_P\), if the set of all configurations of the form \((C, \vec{y}_1, L)\) does not contain a null-valent configuration, then these configurations are potence connected with respect to \(S_P\). Therefore, if there are both 0-potent and 1-potent configurations in this set, then there must also be a bivalent configuration in it. This would imply that there is a non-univalent configuration among this set, namely, a configuration that is not \(v\)-valent, for any \(v\).

The following claims are used to prove this connectivity, by showing that specific configurations are potence connected. They are proved under the following assumption:

**Assumption 1** Let \(C\) be a configuration, \(\vec{y}_1 \in X^C\), and \(S_P\) a set of adversaries. For every process \(p\) and every layer \(L\), the configuration \((C, \vec{y}_1, L)\) is univalent with respect to \(S_P\) and \(S_P \cup \{p\}\).

We proceed to stating and proving our connectivity claims.

**Claim 11.2** Under Assumption 1, if \(L = [p_{i_1}, p_{i_2}, \ldots, p_{i_\ell}]\) is a layer where for some \(j, 1 \leq j < \ell\), \(p_{i_j}\) and \(p_{i_{j+1}}\) both write to the same register \(R\), and \(L' = [p_{i_1}, \ldots, p_{i_{j-1}}, p_{i_{j+1}}, \ldots, p_{i_\ell}]\) is the layer \(L\) after removing \(p_{i_j}\), then \((C, \vec{y}_1, L)\) and \((C, \vec{y}_1, L')\) have shared potence with respect to \(S_P \cup \{p_{i_j}\}\).

**Proof:** By Claim 9.2, taking each set to be a single process, we have that \((C, \vec{y}_1, L) \sim_{S_P \cup \{p_{i_j}\}} (C, \vec{y}_1, L')\), which implies that \((C, \vec{y}_1, L)\) and \((C, \vec{y}_1, L')\) have the same potence with respect to \(S_P \cup \{p_{i_j}\}\). By Assumption 1, this implies that they have shared potence with respect to \(S_P \cup \{p_{i_j}\}\), since they are not null-valent.

**Claim 11.3** Under Assumption 1, if \(L = [p_{i_1}, p_{i_2}, \ldots, p_{i_\ell}]\) is a layer, \(p\) is a process not in \(P\), and \(L' = [p_{i_1}, p_{i_2}, \ldots, p_{i_\ell}, p]\) is the layer \(L\) after adding \(p\) at the end, then \((C, \vec{y}_1, L)\) and \((C, \vec{y}_1, L')\) have shared potence with respect to \(S_P \cup \{p\}\).

**Proof:** If \(p\) performs a read operation, then \((C, \vec{y}_1, L) \sim_{S_P \cup \{p\}} (C, \vec{y}_1, L')\), which implies that these two configurations have shared potence with respect to \(S_P \cup \{p\}\), and the claim follows.

If \(p\) performs a write operation to register \(R\), then the states of all processes not in \(P \cup \{p\}\) are the same in \((C, \vec{y}_1, L)\) and in \((C, \vec{y}_1, L')\), but the value of \(R\) may be different.

If \((C, \vec{y}_1, L)\) and \((C, \vec{y}_1, L')\) do not have shared potence with respect to \(S_P \cup \{p\}\), then since we assume they are univalent with respect to \(S_P \cup \{p\}\) (Assumption 1), we have that for some \(v \in \{0, 1\}, \ldots\)
(C, \bar{y}_1, L) is \nu\text{-valent with respect to } S_{P \cup \{p\}} and (C, \bar{y}_1, L') is \nu\text{-valent with respect to } S_{P \cup \{p\}}. In particular, there is a \nu\text{-deciding adversary } \alpha \in S_{P \cup \{p\}} from (C, \bar{y}_1, L'). Adding p at the beginning of the first layer of \alpha yields a new adversary which is in \ S_P, and is \nu\text{-deciding when applied to } (C, \bar{y}_1, L), since it is the same as applying \alpha to (C, \bar{y}_1, L'). However, by Lemma 11.1, (C, \bar{y}_1, L) is \nu\text{-valent with respect to } S_P, which is a contradiction.

\textbf{Claim 11.4} Under Assumption 1, if \( L = [p_{i_1}, p_{i_2}, \ldots, p_{i_\ell}] \) is a layer and \( L' = [p_{i_1}, \ldots, p_{i_\ell-1}, p_j, p_{i_{j+1}}, \ldots, p_{i_\ell}] \) is the layer \( L \) after swapping \( p_j \) and \( p_{i_{j+1}} \), then \((C, \bar{y}_1, L)\) and \( (C, \bar{y}_1, L') \) are potence connected with respect to \( S_P \).

\textbf{Proof:} By Claim 9.1, taking each set to be a single process, if \( p_j \) and \( p_{i_{j+1}} \) access different registers, or if they both read, or if \( p_j \) reads register \( R \) and \( p_{i_{j+1}} \) writes to \( R \) or vice versa, then

\[(C, \bar{y}_1, L) \sim_{S_{P \cup \{p\}}} (C, \bar{y}_1, L'),\]

where \( p \) is either \( p_j \) or \( p_{i_{j+1}} \). Both cases imply that \((C, \bar{y}_1, L)\) and \( (C, \bar{y}_1, L') \) are potence connected with respect to \( S_P \). The remaining case is when \( p_j \) and \( p_{i_{j+1}} \) both write to the same register \( R \). It may be that all the rest of the processes in the layer read from register \( R \), and therefore distinguish between the two resulting configurations. Hence, we cannot argue in this case that the configurations have shared potence, but we can prove that they are potence connected. This is done by reverse induction on \( j \).

\textbf{Basis:} If \( j = \ell - 1 \), let \( L_0 = L, L_1 = [p_{i_1}, \ldots, p_{i_{\ell-2}}, p_{i_\ell}] \) be the layer \( L \) after removing \( p_{i_{\ell-1}} \), and \( L_2 = L' \). By Claim 11.2, \((C, \bar{y}_1, L_0)\) and \((C, \bar{y}_1, L_1)\) are potence connected with respect to \( S_P \), and by Claim 11.3, \((C, \bar{y}_1, L_2)\) and \((C, \bar{y}_1, L_1)\) are potence connected with respect to \( S_P \). The transitivity of potence connectivity implies that \((C, \bar{y}_1, L_0)\) and \((C, \bar{y}_1, L_2)\) are potence connected with respect to \( S_P \).

\textbf{Induction step:} Let

\[L_0 = L = [p_{i_1}, p_{i_2}, \ldots, p_{i_\ell}]\]

and let

\[L_1 = [p_{i_1}, \ldots, p_{i_{j-1}}, p_{i_{j+1}}, p_{i_{j+2}}, \ldots, p_{i_\ell}]\]

be the layer \( L_0 \) after removing \( p_j \). By Claim 11.2, \((C, \bar{y}_1, L_0)\) and \((C, \bar{y}_1, L_1)\) are potence connected with respect to \( S_P \). Let

\[L_2 = [p_{i_1}, \ldots, p_{i_{j-1}}, p_{i_{j+1}}, p_{i_{j+2}}, \ldots, p_{i_\ell}, p_j]\]
Figure 11.2: Example of potence connected configurations: the first and second configuration are connected by Claim 11.3, the second and third are connected by Claim 11.4, while the third and fourth are connected by Claim 11.2.

be the layer $L_1$ after adding $p_{i_j}$ at the end. By Claim 11.3, $(C, \vec{y}_1, L_1)$ and $(C, \vec{y}_1, L_2)$ are potence connected with respect to $S_P$.

For every $m$, $3 \leq m \leq \ell - j + 1$, let

$$L_m = [p_{i_1}, \ldots, p_{i_{j-1}}, p_{i_{j+1}}, \ldots, p_{i_{j}}, p_{i_{\ell-m+3}}, \ldots, p_{i_{\ell}}]$$

be the previous layer $L_{m-1}$ after swapping $p_{i_j}$ with the process before it, until it reaches $p_{i_{j+1}}$. Specifically,

$$L_{\ell-j+1} = L' = [p_{i_1}, \ldots, p_{i_{j-1}}, p_{i_{j+1}}, p_{i_{j}}, p_{i_{j+2}}, \ldots, p_{i_{\ell}}].$$

By the induction hypothesis, $(C, \vec{y}_1, L_m)$ and $(C, \vec{y}_1, L_{m+1})$ are potence connected with respect to $S_P$, for every $m$, $2 \leq m < \ell - j + 1$. The transitivity of potence connectivity implies that $(C, \vec{y}_1, L_0)$ and $(C, \vec{y}_1, L_{\ell-j+1})$ are potence connected with respect to $S_P$. ■

Figure 11.2 shows an example of using the claims, for the full layer $L_0$ and the partial layer $L_1$ obtained by removing the steps of $p_i$ and $p_n$ from $L_0$. We show two layers $L'$ and $L''$ such that only one process, $p_n$, distinguishes between the configurations lead to by $L_0$ and $L'$, only one process, $p_{i+1}$, distinguishes between the configurations lead to by $L'$ and $L''$, and only one process, $p_i$, distinguishes between the configurations lead to by $L''$ and $L_1$. Thus, the configurations lead to by $L_0$ and $L_1$ must be potence connected.

The following lemma shows that given a configuration $C$ and a vector $\vec{y} \in X^C$, if there is a layer that extends $C$ into a $v$-valent configuration and a layer that extends $C$ into a $\bar{v}$-valent configuration, then we can find a layer that extends $C$ into a non-univalent configuration, possibly by failing one additional process.
Lemma 11.5 Let $C$ be a configuration and let $\vec{y}_1$ be a vector in $X^C$. If there are layers $L_v$ and $L_{\bar{v}}$, such that $(C, \vec{y}_1, L_v)$ is $(v, k+1, S_P)$-valent and $(C, \vec{y}_1, L_{\bar{v}})$ is $(\bar{v}, k+1, S_P)$-valent, then there is a layer $L$ such that $(C, \vec{y}_1, L)$ is either not $(k+1, S_P)$-univalent or not $(k+1, S_{P\cup\{p\}})$-univalent, for some process $p$.

Proof: Assume towards a contradiction that for every layer $L$ and every process $p$, the configuration $(C, \vec{y}_1, L)$ is univalent with respect to both $S_P$ and $S_{P\cup\{p\}}$ (this implies that Assumption 1 holds). Let $L^F$ be the full layer with respect to $S_P$ consisting of all processes not in $P$, according to the order of their id’s. Then, $L^F$ is univalent with respect to $S_P$, say it is $(\bar{v}, k+1, S_P)$-valent. (Otherwise, we follow the same proof with $L_{\bar{v}}$.)

Denote $L_v = [p_{i_1}, \ldots, p_{i_\ell}]$ and consider the layer $L' = [p_{i_1}, \ldots, p_{i_\ell}, \ldots]$ that is full with respect to $S_P$, and has $L_v$ as a prefix. ($L_v$ may be full with respect to $S_P$, in which case $L'$ is equal to $L_v$.)

We start with the layer $L^F$ and repeatedly swap processes until we reach the layer $L'$, in a chain of configurations which, by Claim 11.4, are potency connected with respect to $S_P$. From $L'$, we repeatedly remove the last process until reaching the layer $L_v$, in a chain of configurations which, by Claim 11.3, are potency connected with respect to $S_P$. This implies that $(C, \vec{y}_1, L^F)$ and $(C, \vec{y}_1, L_v)$ are potency connected with respect to $S_P$.

Since $(C, \vec{y}_1, L_v)$ is $(v, k+1, S_P)$-valent, and $(C, \vec{y}_1, L^F)$ is $(\bar{v}, k+1, S_P)$-valent, it follows that there are layers $L_1$ and $L_2$ such that $(C, \vec{y}_1, L_1)$ is $(v, k+1, S_P)$-valent, $(C, \vec{y}_1, L_2)$ is $(\bar{v}, k+1, S_P)$-valent, and $(C, \vec{y}_1, L_1)$ and $(C, \vec{y}_1, L_2)$ have shared potency with respect to $S_{P\cup\{p\}}$, for some process $p$. By Lemma 11.1 and our assumption that all layers lead to univalent configurations, $(C, \vec{y}_1, L_1)$ is $(v, k+1, S_{P\cup\{p\}})$-valent, and $(C, \vec{y}_1, L_2)$ is $(\bar{v}, k+1, S_{P\cup\{p\}})$-valent, and hence, they cannot have shared potency with respect to $S_{P\cup\{p\}}$. This yields a contradiction and proves the lemma.

11.2 The Lower Bound

Before presenting the lower bound proof, let us recall lower bound proofs and impossibility results for deterministic consensus algorithms. In these proofs, the configurations are classified into univalent and bivalent configurations. Since a deciding configuration has to be univalent, these proofs aim to avoid univalent configurations by showing that there is an initial bivalent configuration, and by moving from one bivalent configuration to another bivalent configuration.
Our proof generalizes the above technique to randomized algorithms as follows. Recall that in addition to bivalent and univalent configurations, we have null-valent configurations, since valence is now a probabilistic notion. We first show that some initial configuration is not univalent (Lemma 11.6); namely, it is either bivalent or null-valent.

Ideally, we would like to complete the proof by showing that a non-univalent configuration can be extended by a single layer to a non-univalent configuration, while (permanently) failing at most one more process. Doing so would allow us to construct a layered execution with $f$ layers, each containing at least $n - f$ process steps, which implies the desired lower bound.

In Lemma 11.11 (Section 11.2.4), we show that this can be done with high probability in the case of null-valent configurations, i.e., we can extend a null-valent configuration by one layer and reach another null-valent configuration.

A bivalent configuration, can be extended with both a $v$-deciding adversary and a $\bar{v}$-deciding adversary, which we would like to use in Lemma 11.5 to obtain a non-univalent configuration. However, some complications arise here, which are taken care of in Lemmas 11.7 and 11.8 (Section 11.2.2).

We extend the execution in this manner, with high probability, for $f$ layers. Since $n - f$ processes take a step in each layer, we obtain the bound of an expected $\Omega((f(n - f))$ steps (Theorem 11.12).

### 11.2.1 Initial Configurations

We start by applying Lemma 11.1 to show that some initial configuration is not univalent.

**Lemma 11.6** There exists an initial configuration $C$ that is not univalent with respect to either $S_\emptyset$ or $S_{\{p\}}$, for some process $p$.

**Proof:** Assume that all initial configurations are univalent with respect to $S_\emptyset$. Consider the initial configurations $C_0, C_1, \ldots, C_n$ such that in $C_i$, $0 \leq i \leq n$, the input of process $p_j$ is 1 if $j \leq i$ and 0, otherwise. By the validity condition, $C_0$ is $(0, 0, \emptyset)$-valent and $C_n$ is $(1, 0, \emptyset)$-valent. Therefore, there is an $i$, $1 \leq i \leq n$, such that $C_{i-1}$ is $(0, 0, \emptyset)$-valent and $C_i$ is $(1, 0, \emptyset)$-valent. Clearly, $C_{i-1} \not\sim_C C_i$, and hence, $C_{i-1}$ and $C_i$ have the same valence with respect to $S_{\{p\}}$. By Lemma 11.1, $C_{i-1}$ is not 1-potent with respect to $S_{\{p\}}$, and $C_i$ is not 0-potent with respect to $S_{\{p\}}$. Hence, they are null-valent with respect to $S_{\{p\}}$. \[\]
11.2.2 Bivalent and Switching Configurations

As mentioned before, from a bivalent configuration we have both a \(v\)-deciding adversary and a \(\bar{v}\)-deciding adversary. However, we cannot use them directly in Lemma 11.5 to obtain a non-univalent configuration, since the first layer of a \(v\)-deciding adversary may still lead to a \(\bar{v}\)-valent configuration, because these definitions are probabilistic. If \(\epsilon_k\) was an increasing function of \(k\), the above situation would have small enough probability in order to simply neglect it. However, this cannot be done, since \(\epsilon_k\) is defined as a decreasing function of \(k\), in order to handle the null-valent configurations.

Instead, we prove (Lemma 11.7) that by failing at most one more process, a bivalent configuration can be extended by a single layer to a non-univalent configuration, or to a configuration which is \(\bar{v}\)-valent although reached while following a \(v\)-deciding adversary. Such a configuration, as will be formalized below, is called \(\bar{v}\)-switching.

We also prove that there is a small probability of deciding in a switching configuration and thus, from a switching configuration, the execution can be extended (with high probability) to a non-univalent configuration, by at least one layer (Lemma 11.8).

We formally define switching configurations as follows.

**Definition 11.6** Let \(C\) be a \((v, k, S_P)\)-potent configuration, let \(\alpha = \sigma_1, \sigma_2, \ldots\) be a \(v\)-deciding adversary from \(C\) in \(S_P\), and let \(\vec{y}_1\) be a vector in \(X^C\) such that the configuration \((C, \vec{y}_1, \sigma_1(\vec{y}_1))\) is \((\bar{v}, k + 1, S_P)\)-valent. Then \((C, \vec{y}_1, \sigma_1(\vec{y}_1))\) is a \(\bar{v}\)-switching configuration with respect to \(S_P\) from \(C\) by \(\vec{y}_1\) and \(\alpha\).

Lemma 11.7 implies that a bivalent configuration can be extended with one layer to a configuration that is either switching or non-univalent.

**Lemma 11.7** If a configuration \(C\) is \((k, S_P)\)-bivalent, then there is an adversary \(\sigma\) such that for every vector \(\vec{y}_1 \in X^C\), \((C, \vec{y}_1, \sigma(\vec{y}_1))\) is either \(\bar{v}\)-switching for some \(v \in \{0, 1\}\), or not \((k + 1, S_P)\)-univalent or not \((k + 1, S_{P \cup \{p\}})\)-univalent, for some process \(p\).

**Proof:** Assume that for every layer \(L\) and every process \(p\), the configuration \((C, \vec{y}_1, L)\) is univalent with respect to \(S_P\) and to \(S_{P \cup \{p\}}\).
Consider the extension of $C$ with $L^F$, the full layer with respect to $S_P$. Fix a vector $\bar{y}_1 \in X^C$ and assume that $C'' = (C, \bar{y}_1, L^F)$ is $(\bar{v}, k + 1, S_P)$-valent. Since $C$ is bivalent, there is a $v$-deciding adversary $\alpha = \sigma_1, \sigma_2, \ldots$ in $S_P$. Consider the configuration $C' = (C, \bar{y}_1, \sigma_1(\bar{y}_1))$. By the assumption, $C'$ is univalent. If it is $(\bar{v}, k + 1, S_P)$-valent then it is $\bar{v}$-switching with respect to $S_P$ from $C$ by $\bar{y}_1$ and $\alpha$. Otherwise, it is $(v, k + 1, S_P)$-valent. Since $C''$ is $(\bar{v}, k + 1, S_P)$-valent, by Lemma 11.5, there exists a layer $L$ and a process $p$ such that $(C, \bar{y}_1, L)$ is either not $(k + 1, S_P)$-univalent or not $(k + 1, S_{P\cup\{p\}})$-univalent.

The main issue when reaching a $\bar{v}$-switching configuration is that we cannot rule out the possibility that all the other layers lead to $\bar{v}$-valent configurations as well. However, although a $\bar{v}$-switching configuration is $\bar{v}$-valent, the adversary that leads to it is $v$-deciding. This allows us to look several layers ahead, for the desired situation of one layer leading to a $v$-valent configuration, and another layer leading to a $\bar{v}$-valent configuration. From such a setting, Lemma 11.5 can be used to reach a non-univalent configuration again. The following lemma presents the details of this argument.

**Lemma 11.8** Let $C'$ be a $\bar{v}$-switching configuration with respect to $S_P$ from $C$ by $\bar{y}_1$ and $\alpha$. Then with probability at least $1 - \frac{1}{n\sqrt{\pi}}$, $C'$ can be extended with at least one layer to a configuration which is either $v$-switching, or not univalent with respect to $S_P$, or not univalent with respect to $S_{P\cup\{p\}}$, for some process $p$.

**Proof:** Let $\alpha = \sigma_1 \sigma_2 \ldots$; note that $C' = (C, \bar{y}_1, \sigma_1(\bar{y}_1))$. Denote $C_0 = C$, $C_1 = C'$ and for every $k \geq 2$, fix a vector $\bar{y}_k \in X^{C_{k-1}}$ and let $C_k = (C_{k-1}, \bar{y}_k, \sigma_k(\bar{y}_k))$.

Assume that for every $k \geq 1$, $C_k$ is univalent, and let $C_{\ell}$ be the first configuration which is $v$-valent with respect to $S_P$. If such a configuration does not exist then the execution either reaches a configuration that decides $\bar{v}$, or does not reach any decision. Since $\alpha$ is $v$-deciding from $C$, the probability that $C_{\ell}$ does not exist is at most $\epsilon_k \leq \frac{1}{n\sqrt{\pi}}$.

Since $C_{\ell}$ is the first configuration which is $v$-valent, $C_{\ell - 1}$ is $\bar{v}$-valent. Therefore, there is a $\bar{v}$-deciding adversary $\beta = \rho_1, \rho_2, \ldots$ from $C_{\ell - 1}$ in $S_P$. Consider the configuration $C'' = (C_{\ell - 1}, \bar{y}_{\ell}, \rho_1(\bar{y}_{\ell}))$. If $C''$ is not $(k + \ell, S_P)$-univalent then we are done. If $C''$ is $\bar{v}$-valent, then since $C_{\ell}$ is $v$-valent, by Lemma 11.5, there exists a layer $L$ such that $(C_{\ell - 1}, \bar{y}_{\ell}, L)$ is either not $(k + \ell, S_P)$-univalent or not $(k + \ell, S_{P\cup\{p\}})$-univalent, for some process $p$, in which case we are
also done. Otherwise $C''$ is $v$-valent, which implies that it is $v$-switching with respect to $S_p$ from $C_{l-1}$ by $\vec{y}_l$ and $\beta$.

11.2.3 One-Round Coin-Flipping Games

The remaining part of the lower bound proof deals with null-valent configurations, and it relies on results about one-round coin-flipping games. As defined in [23], a $U$-valued one-round coin flipping game of $m$ players is a function

$$g: \{X_1 \cup \perp\} \times \{X_2 \cup \perp\} \times \cdots \times \{X_m \cup \perp\} \longrightarrow \{1, 2, \ldots, U\},$$

where $X_i, 1 \leq i \leq m$, is the $i$-th probability space. A $t$-hiding adversary may hide at most $t$ of the random choices in $X_1, \ldots, X_m$, by replacing them with a $\perp$.

Before presenting the formal definitions for the adversary and the game, we describe one main difference in the way that null-valent and bivalent configurations are handled. We have shown in Section 11.2.2 that in order to reach a bivalent configuration from a bivalent configuration, it suffices to fail one process per layer. This process is failed permanently, and may not take steps in any later layer. The case of a null-valent configuration is different. We may need to hide many more processes in a layer in order to reach another null-valent configuration. Fortunately, these processes are only hidden in this layer and may take steps in subsequent layers, which implies that they are not failed according to the definition of an asynchronous system. Therefore, we do not need to account for them towards the $f$ processes that we are allowed to fail, and hence their number can be non-constant.

Formally, let $X = X_1 \times \cdots \times X_m$ be the product probability space implied by the game. For every vector $\vec{y} \in X$, and $I \subseteq \{1, \ldots, m\}$, the vector reached when the adversary hides the coordinates of $I$ is defined as follows:

$$\vec{y}_I(i) = \begin{cases} 
\vec{y}(i), & i \notin I \\
\perp, & i \in I.
\end{cases}$$

For every possible outcome of the game $u \in \{1, \ldots, U\}$, define the set of all vectors in $X$ for which no $t$-hiding adversary can force the outcome of the game to be $u$, to be

$$W^u = \{ \vec{y} \in X | g(\vec{y}_I) \neq u \text{ for every } I \subseteq \{1, \ldots, m\} \text{ such that } |I| \leq t \}.$$
We prove that when $|U| = 3$, there is an outcome for which there is high probability for hiding values in a way that forces this outcome; that is, for some $u \in \{1, 2, 3\}$, $\Pr[\vec{y} \in W^u]$ is very small. The proof relies on an isoperimetric inequality, following a result of [69]. The idea is to show that if all three sets $W^1, W^2, W^3 \subseteq X$ have large enough probability, then there is a non-zero probability for an element $\vec{z} \in X$ that is close to all three sets according to the Hamming distance. This will imply the existence of a $t$-hiding adversary for $\vec{z}$, for which the value of the game cannot be any of 1, 2 or 3, and hence there is a point for which the game is undefined.

Formally, the space $(X, d)$ is a finite metric space where for every pair of vectors $\vec{x}$ and $\vec{y}$ in $X$, $d(\vec{x}, \vec{y})$ is the Hamming distance between $\vec{x}$ and $\vec{y}$ (the number of coordinates in which $\vec{x}$ and $\vec{y}$ differ). For $A \subseteq X$, $B(A, t)$ is the ball of radius $t$ around the set $A$, i.e.,

$$B(A, t) = \{ \vec{y} \in X \mid \text{there is } \vec{z} \in A \text{ such that } d(\vec{y}, \vec{z}) \leq t \}.$$

The next lemma is the isoperimetric inequality we rely on. We show that given the probability of a set $A$, there is a lower bound on the probability of the ball of a certain radius around $A$.

**Lemma 11.9** Let $X = X_1 \times \cdots \times X_m$ be a product probability space and $A \subseteq X$ such that $\Pr[\vec{x} \in A] = c$. Let $\lambda_0 = \sqrt{2m \log \frac{2}{c}}$, then for $\ell \geq \lambda_0$,

$$\Pr[\vec{x} \in B(A, \ell)] \geq 1 - 2e^{-\frac{(\ell-\lambda_0)^2}{4m}}.$$

**Proof:** Consider an element $\vec{x}$ as a random function $\vec{x} : D = \{1, \ldots, m\} \to X_1 \cup \cdots \cup X_m$ such that $\vec{x}(i) \in X_i$. Define a sequence of partial domains $\emptyset = D_0 \subset D_1 \subset \cdots \subset D_m = D$ such that $D_i = \{1, \ldots, i\}$. Let $f : X \to \mathbb{R}$ be a function that measures the distance of elements from the given subset $A \subseteq X$, i.e., $f(\vec{x}) = d(A, \vec{x})$.

Choose a random element of $\vec{w} \in X$ according to the given distribution. Define the sequence $Y_0, \ldots, Y_m$ by $Y_i = \mathbb{E}[f(\vec{x}) \mid \vec{y}|D_i = \vec{w}]$. Specifically, $Y_0 = \mathbb{E}[f(\vec{x})]$ with probability 1, and $Y_m = f(\vec{w})$ with the probability of choosing $\vec{w}$. It is well known that $Y_0, \ldots, Y_m$ is a Doob martingale (see [3, Chapter 7] and [63, Chapter 4]).

Notice that $X_1, \ldots, X_m$ are independent and therefore for every $i \in D$, the random variable $\vec{x}(i)$ is independent of other values of $\vec{x}$.

The function $f$ satisfies the Lipschitz condition, i.e., for every 2 vectors $\vec{x}, \vec{y}$ that differ only in $D_i \setminus D_{i-1}$ for some $i$, we have $|f(\vec{x}) - f(\vec{y})| \leq 1$, by the triangle inequality of the Hamming distance.
metric \( d \). This implies that the martingale \( Y_0, \ldots, Y_m \) satisfies the martingale Lipschitz condition, i.e., \( |Y_i - Y_{i-1}| \leq 1 \) for every \( i, 0 < i \leq m \).

By Azuma’s inequality we have that for every real number \( \lambda > 0 \)

\[
\Pr[|f(\vec{x}) - E[f(\vec{x})]| > \lambda] < 2e^{-\frac{\lambda^2}{2m}}. \tag{11.1}
\]

We now claim that \( E[f(\vec{x})] \leq \lambda_0 \). Assume the contrary, that \( E[f(\vec{x})] > \lambda_0 \). Since \( \lambda_0 = \sqrt{2m \log \frac{2}{c}} \), we have that \( 2e^{-\frac{\lambda_0^2}{2m}} = c \). For every \( \vec{x} \in A \) we have \( f(\vec{x}) = 0 \), therefore

\[
\Pr[|f(\vec{x}) - E[f(\vec{x})]| > \lambda_0 \geq \Pr[f(\vec{x}) = 0] = c,
\]

contradicting (11.1).

Hence, for every \( \ell \geq \lambda_0 \) we have

\[
\Pr[\vec{x} \notin B(A, \ell)] = \Pr[f(\vec{x}) > \ell] \leq \Pr[|f(\vec{x}) - E[f(\vec{x})]| > \ell - \lambda_0] < 2e^{-\frac{(\ell - \lambda_0)^2}{2m}},
\]

which completes the proof.

We now use Lemma 11.9 to show that one of the sets \( W^u \) has a small probability, and deduce that for \( u = 1, 2 \) or 3 the outcome of the game can be forced to be \( u \) with high probability.

**Lemma 11.10** For every 3-valued one-round coin-flipping game of \( m \) players, there is a \( t \)-hiding adversary, \( t = 6\sqrt{2m \log (m^3)} \), that can force the outcome of the game to be some \( u \in \{1, 2, 3\} \) with probability greater than \( 1 - \frac{1}{m^3} \).

**Proof:** Recall that for every \( u \in \{1, 2, 3\} \), the set \( W^u \) is the set of all vectors in \( X \) for which no \( t \)-hiding adversary can force the outcome of the game to be \( u \). We wish to prove that \( \Pr[\vec{y} \in W^u] < \frac{1}{m^3} \), for some \( u \in \{1, 2, 3\} \).

Denote \( B^u = B(W^u, \frac{t}{3}) \). Assume that \( \Pr[\vec{y} \in W^u] \geq \frac{1}{m^3} \) for all \( u \in \{1, 2, 3\} \). Clearly, \( \bigcap_{u \in \{1, 2, 3\}} W^u = \emptyset \), since the value of the game is undefined for points in the intersection. Moreover, we claim that \( \bigcap_{u \in \{1, 2, 3\}} B^u \) is empty.

Assume there is a point \( \vec{z} \in \bigcap_{u \in \{1, 2, 3\}} B^u \) (see Figure 11.3). For every \( u \in \{1, 2, 3\} \), since \( \vec{z} \in B^u \), there is a point \( \vec{x}^u \in W^u \) and a set of indices \( I_u \subseteq \{1, \ldots, m\} \), such that \( |I_u| \leq \frac{t}{3} \) and \( \vec{z}_I = \vec{x}_I^u \). Let \( I = \bigcup_{u \in \{1, 2, 3\}} I_u \). Since \( \vec{x}^u \in W^u \), we have that \( g(\vec{x}^u) \neq u \), and hence \( g(\vec{z}_I) \neq u \). This implies that \( g(\vec{z}_I) \) is undefined, and therefore \( \bigcap_{u \in \{1, 2, 3\}} B^u = \emptyset \).
Figure 11.3: The probability space $X = X_1 \times X_2 \times \cdots \times X_m$. The distance between the point $\vec{z}$ to each of the points $\vec{x}_1, \vec{x}_2, \vec{x}_3$ is at most $\frac{t}{3}$. 

$$g(\vec{z}) = g(\vec{x}_1) = g(\vec{x}_2) = g(\vec{x}_3)$$

$\vec{z}_s = \underline{1} \underline{1} \underline{1} \underline{1} \underline{1} \underline{1}$

$\vec{x}_{s1} = \underline{1} \underline{1} \underline{1} \underline{1} \underline{1} \underline{1}$

$\vec{x}_{s2} = \underline{1} \underline{1} \underline{1} \underline{1} \underline{1} \underline{1}$

$\vec{x}_{s3} = \underline{1} \underline{1} \underline{1} \underline{1} \underline{1} \underline{1}$
We now apply Lemma 11.9 for every \( u = 1, 2, 3 \), with \( A = W^u \). Notice that the results of the local flips of each player are independent random variables. We have that \( \Pr[\vec{y} \in W^u] \geq c \) where \( c = \frac{1}{m^3} \), and therefore \( \lambda_0 = \sqrt{2m \log(2m^3)} \). Hence, for \( \ell = \frac{t}{3} = 2\sqrt{2m \log(2m^3)} = 2\lambda_0 \), we have

\[
\Pr[\vec{y} \in B^u] \geq 1 - 2e^{-\frac{(t-\lambda_0)^2}{2m}} = 1 - 2e^{-\frac{m \log(2m^3)}{2m}} = 1 - 2e^{-\log(2m^3)} = 1 - \frac{1}{m^3}.
\]

Since \( \bigcap_{u \in \{1,2,3\}} B^u = \emptyset \) we have that

\[
\Pr[\vec{y} \in B^1 \cap B^2] + \Pr[\vec{y} \in B^1 \cap B^3] + \Pr[\vec{y} \in B^2 \cap B^3] \leq \frac{1}{2} \cdot \sum_{u \in \{1,2,3\}} \Pr[\vec{y} \in B^u],
\]

which implies that

\[
\Pr[\vec{y} \in \bigcup_{u \in \{1,2,3\}} B^u] = \sum_{u \in \{1,2,3\}} \Pr[\vec{y} \in B^u] - \sum_{u \neq u' \in \{1,2,3\}} \Pr[\vec{y} \in B^u \cap B^{u'}] + \Pr[\vec{y} \in \bigcap_{u \in \{1,2,3\}} B^u]
\geq \frac{1}{2} \cdot \sum_{u \in \{1,2,3\}} \Pr[\vec{y} \in B^u]
\geq \frac{3}{2} \cdot (1 - \frac{1}{m^3}) > 1.
\]

This contradiction implies that for some \( u \in \{1,2,3\} \), we have \( \Pr[\vec{y} \in W^u] < \frac{1}{m^3} \).

### 11.2.4 Null-Valent Configurations

In the final stage of the lower bound construction, we use one-round coin-flipping games to show that, with high probability, a null-valent configuration \( C \) can be extended with one \( f \)-layer to a null-valent configuration. In order to achieve the above, we may need to hide up to \( 6\sqrt{2n \log(2n^3)} \) processes, other than the processes in \( P \), in the layer. Therefore, we assume that \( f \geq 12\sqrt{2n \log(2n^3)} \), and will always make sure that \( |P| \leq \frac{f}{2} \). This will allow us to hide \( \frac{f}{2} \geq 6\sqrt{2n \log(2n^3)} \) additional processes (not in \( P \)), in executions in \( S_P \).

**Lemma 11.11** If a configuration \( C \) reachable by an \( f \)-execution is \((k, S_P)\)-null-valent, then with probability at least \( 1 - \frac{1}{(n-|P|)^3} \), there is an \( f \)-adversary \( \sigma_1 \) such that \( C \circ \sigma_1 \) is \((k+1, S_P)\)-null-valent.

**Proof:** Let \( C \) be a \((k, S_P)\)-null-valent configuration. We consider every vector \( \vec{y}_1 \in X^C \) and every layer \( L \) in \( S_P \), and classify the resulting configurations \((C, \vec{y}_1, L)\) into three disjoint categories:
1. The configuration \((C, \vec{y}_1, L)\) is \((0, k+1, S_P)\)-potent.

2. The configuration \((C, \vec{y}_1, L)\) is \((1, k+1, S_P)\)-valent.

3. The configuration \((C, \vec{y}_1, L)\) is \((k+1, S_P)\)-null-valent.

Notice that the first category contains both \((0, k+1, S_P)\)-valent and \((k+1, S_P)\)-bivalent configurations.

This can be viewed as a 3-valued one-round coin-flipping game of \(m\) players, as follows. The \(m\) players are the processes not in \(S_P\), i.e., \(m = n - |P|\). The probability spaces \(X_1, \ldots, X_m\) represent the random choices of the processes, which are given by \(\vec{y}_1\). Every vector of choices induces a resulting configuration \((C, \vec{y}_1, L^F)\), where \(L^F\) is the full layer with respect to \(S_P\), in which the processes take a step in the order of their identifiers. Hiding an element \(X_i\) by the adversary is done by choosing a partial layer \(L\) in \(S_P\) that does not contain any step by the corresponding processes, but only a step of each process that is not hidden. Finally, the value of the game is the category of the configuration \((C, \vec{y}_1, L)\).

Since \(m = n - |P|\), we have that \(n - f \leq m \leq n\). By the coin flipping game in Lemma 11.10, we can hide \(6\sqrt{2m \log(2m^3)}\) processes and force the resulting configuration into one of the above categories with probability at least \(1 - \frac{1}{m^3}\).

This implies that for one of the above categories, with probability at least \(1 - \frac{1}{m^3}\), the vector \(\vec{y}_1 \in X_C\) has a corresponding partial layer \(L_{\vec{y}_1}\), such that the configuration \((C, \vec{y}_1, L_{\vec{y}_1})\) has the valence of that category. We now define the adversary \(\sigma_1\) as the function that for every vector \(\vec{y}_1 \in X_C\) chooses the corresponding partial layer \(L_{\vec{y}_1}\), i.e., \(\sigma_1(\vec{y}_1) = L_{\vec{y}_1}\). Our claim is that the category that can be forced by \(\sigma_1\) is the third one, i.e., the resulting configuration is null-valent.

Assume, towards a contradiction, that the category that can be forced is the first one. This implies that the probability over all vectors \(\vec{y}_1 \in X_C\) that \((C, \vec{y}_1, L_{\vec{y}_1})\) is \((0, k+1, S_P)\)-potent is at least \(1 - \frac{1}{m^3}\). Therefore, with probability at least \(1 - \frac{1}{m^3}\), the vector \(\vec{y}_1 \in X_C\) is such that there exists a 0-deciding adversary \(\alpha'\) from \((C, \vec{y}_1, L_{\vec{y}_1})\) for which:

\[
\Pr[\text{decision from } (C, \vec{y}_1, L_{\vec{y}_1}) \text{ under } \alpha' \text{ is } 0] > 1 - \epsilon_{k+1}
\]

Therefore with probability at least \(1 - \frac{1}{m^3}\), there exists an adversary \(\alpha = \sigma_1, \alpha'\) from \(C\) such that:
Pr[decision from $C$ under $\alpha$ is 0] =
\[= \sum_{\vec{y}_1 \in X_C} \Pr[\vec{y}_1] \cdot \Pr[\text{decision from } (C, \vec{y}_1, L_{\vec{y}_1}) \text{ under } \alpha' \text{ is } 0]\]
\[> \left(1 - \frac{1}{m^3}\right) \cdot (1 - \epsilon_{k+1})\]
\[\geq \left(1 - \frac{1}{(n-f)^3}\right) \cdot \left(1 - \frac{1}{n\sqrt{n}} + \frac{k+1}{(n-f)^3}\right)\]
\[= 1 - \frac{1}{n\sqrt{n}} + \frac{k}{(n-f)^3} + \frac{1}{(n-f)^3n\sqrt{n}} - \frac{k+1}{(n-f)^6}\]
\[> 1 - \frac{1}{n\sqrt{n}} + \frac{k}{(n-f)^3} = 1 - \epsilon_k,\]

where the last inequality holds for sufficiently large $n$, since $(n-f)^6 \geq (n-f)^3 n\sqrt{n}$ and $k = O(n)$. This contradicts the assumption that $C$ is $(k, S_P)$-null-valent.

A similar argument holds for the second category. Hence, with probability at least $1 - \frac{1}{m^3}$, the third category can be forced, namely, we can reach a configuration that is $(k+1, S_P)$-null-valent.

\[\blacksquare\]

**11.2.5 Putting the Pieces Together**

We can now put the pieces together and prove the lower bound on the total step complexity of any randomized consensus algorithm.

**Theorem 11.12** The total step complexity of any $f$-tolerant randomized consensus algorithm in an asynchronous system, where $n - f \in \Omega(n)$ and $f \geq 12 \sqrt{2n \log (2n^3)}$, is $\Omega(f(n - f))$.

**Proof:** We show that the probability of forcing the algorithm to continue $\frac{f}{2}$ layers is at least $1 - \frac{1}{n\sqrt{n}}$. Therefore the expected number of layers is at least $(1 - \frac{1}{n\sqrt{n}}) \cdot \frac{f}{2}$. Each of these layers is an $f$-layer containing at least $n - f$ steps, implying that the expected total number of steps is at least $\Omega((1 - \frac{1}{n\sqrt{n}}) \cdot \frac{f}{2} \cdot (n - f))$, which is in $\Omega(f(n - f))$ since $n - f \in \Omega(n)$.

We argue that for every $k$, $0 \leq k \leq \frac{f}{2}$, with probability at least $1 - k \frac{1}{n\sqrt{n}}$, there is a configuration $C$ reachable by an $f$-execution with at least $k$ layers, which is either $v$-switching or non-univalent with respect to $S_P$ where $|P| \leq k + 1$. Once the claim is proved, the theorem follows by taking
\[ k = \frac{f}{2}, \text{ since the probability of having an } f \text{-execution with more than } \frac{f}{2} \text{ layers is at least } 1 - \frac{f}{2} \cdot \frac{1}{n^{\sqrt{n}}} > 1 - \frac{1}{\sqrt{n}}. \]

We prove the claim by induction on \( k \).

**Basis:** \( k = 0 \). By Lemma 11.6, there exists an initial configuration \( C \) that is not univalent with respect to \( S_{\emptyset} \) or \( S_{\{p\}} \), for some process \( p \).

**Induction step:** Assume \( C \) is a configuration reachable by an \( f \)-execution with at least \( k \) layers, that is either \( v \)-switching or non-univalent with respect to \( S_P \) where \( |P| \leq k + 1 \). We prove that with probability at least \( 1 - \frac{1}{n^{\sqrt{n}}} \), \( C \) can be extended with at least one layer to a configuration \( C' \) that is either \( v \)-switching or non-univalent with respect to \( S_P' \) where \( |P'| \leq k + 2 \). This implies that \( C' \) exists with probability \((1 - k \cdot \frac{1}{n^{\sqrt{n}}})(1 - \frac{1}{n^{\sqrt{n}}}) \geq 1 - (k + 1) \cdot \frac{1}{n^{\sqrt{n}}} \).

If \( C \) is bivalent, then by Lemma 11.7, there exists an adversary \( \sigma \) and a process \( p \) such that \( C \circ \sigma \) is either \( v \)-switching or not \((k + 1, S_P)\)-univalent or not \((k + 1, S_{P \cup \{p\}})\)-univalent.

If \( C \) is \( v \)-switching, then by Lemma 11.8, there exists a finite adversary \( \alpha \) and a process \( p \) such that with probability at least \( 1 - \frac{1}{n^{\sqrt{n}}} \), \( C \circ \alpha \) is either \( \bar{v} \)-switching, or not univalent with respect to \( S_P \), or not univalent with respect to \( S_{P \cup \{p\}} \).

If \( C \) is null-valent, then by Lemma 11.11, there exists an adversary \( \sigma_1 \) such that the configuration \( C \circ \sigma_1 \) is not \((k + 1, S_P)\)-univalent with probability at least \( 1 - \frac{1}{m^3} \). Since \( m \geq n - f \in \Omega(n) \), we have that \( 1 - \frac{1}{m^3} \geq 1 - \frac{1}{(n-f)^3} > 1 - \frac{1}{n^{\sqrt{n}}} \).

Finally, taking \( f \in \Omega(n) \) and \( n - f \in \Omega(n) \), we get a lower bound of \( \Omega(n^2) \) on the total step complexity.
Chapter 12

Discussion

This thesis studies several problems in distributed computing, motivated by the classic problem of randomized consensus. Probabilistic methods are used to construct and analyze randomized algorithms for consensus, shared coins, counters and additional concurrent data structures, and set agreement, as well as for deriving lower bounds for randomized consensus.

We have shown, in Chapter 4 and in Chapter 11, that $\Theta(n^2)$ is a tight bound on the total step complexity of solving randomized consensus, under a strong adversary, in an asynchronous shared-memory system using multi-writer registers.

Our algorithm exploits the multi-writing capabilities of the register. The best known randomized consensus algorithm using single-writer registers [28] has $O(n^2 \log n)$ total step complexity, and it is intriguing to close the gap from our lower bound. Note that for the single-writer cheap-snapshot model, $\Theta(n^2)$ is a tight bound, since our lower bound applies to it, and a slight modification of our algorithm yields the same total step complexity. This is done by replacing the flag $done$ with $n$ separate flags (one for each process) whose OR is equivalent to the original $done$ bit, and performing a cheap-snapshot on the $n$ flags after every coin flip. This guarantees that the analysis of both the total step complexity and the agreement parameter remain the same.

We remark that Aspnes [5] shows an $\Omega(\frac{n^2}{\log^2 n})$ lower bound on the expected total number of coin flips. Our layering approach as presented here, does not distinguish a deterministic step from a step involving a coin flip, leaving open the question of the amount of randomization needed.

Turning our attention to another adversarial model, in Chapter 10, we presented lower bounds for the termination probability achievable by randomized consensus algorithms with bounded run-
Model \( k = \log n \) \( k = \log^2 n \)

| lower bound | asynchronous MP, SWCS, MWCS synchronous MP [36] | \( \frac{1}{n^\Omega(1)} \) | \( \frac{1}{n^\Omega(\log n)} \) |
| upper bound | SWMR [21] MWMR [20] | \( \frac{1}{n^\Omega(1)} \) | \( \frac{1}{n^\Omega(1)} \) |

Table 12.1: Bounds on \( q_k \) in different models, when agreement is required to always hold. MP is the message-passing model, while SW/MW stands for single/multi-writer registers, SR/MR for single/multi-reader registers, and CS for cheap snapshots.

ning time, under a very weak adversary. Our results are particularly relevant in light of the recent surge of interest in providing Byzantine fault-tolerance in practical, asynchronous distributed systems (e.g., [29, 55]). The adversarial behavior in these applications is better captured by non-adaptive adversaries as used in our lower bounds, rather than the adaptive adversary, which can observe the results of local coin-flips.

For all models, when agreement is required to always hold, we have shown that the probability \( q_k \) that the algorithm fails to complete in \( k(n - f) \) steps is at least \( \frac{1}{n^c} \), for a model-dependent value \( c \) which is a constant if \( \lceil \frac{n}{f} \rceil \) is a constant. Table 12.1 shows the bounds for specific values of \( k \).

The previous lower bound for the synchronous message-passing model [36] is \( q_k \geq \frac{1}{(ck)^k} \), for some constant \( c \). From the perspective of the expected total step complexity, given a non-termination probability \( \delta \), the lower bound of [36] implies \( \Omega \left( (n - f) \log \frac{1}{\delta} \log \log \frac{1}{\delta} \right) \) steps, which is improved by our bound to \( \Omega \left( (n - f) \log \frac{1}{\delta} \right) \) steps.

In the shared-memory model with single-writer multi-reader registers, Aumann and Bender [21] show a consensus algorithm with probability \( 1 - \frac{1}{n^\Theta(1)} \) for terminating in \( O(n \log^2 n) \) steps. For multi-writer multi-reader registers, Aumann [20] presents an iterative consensus algorithm, with constant probability to terminate at each iteration, independently of the previous iterations. This implies that the probability of terminating after \( k \) iterations is \( 1 - \frac{1}{n^c} \), for some constant \( c \).

When agreement is required to hold only with high probability, Kapron et al. [52] give an algorithm for the asynchronous message passing model that always terminates within \( \text{polylog}(n) \) asynchronous rounds and has a probability \( \frac{1}{\text{polylog}(n)} \) for disagreeing, and an algorithm that always terminates within \( 2^{\Theta(\log^7 n)} \) asynchronous rounds and has a probability \( \frac{1}{\text{poly}(n)} \) for disagreeing.
An interesting open question is to close the gap between the values of the probability $\epsilon_k$ for disagreement achieved in the algorithms of [52] and the lower bounds obtained in this work on that probability. It is also interesting to tighten the bounds in the synchronous model and for large values of $k$.

Our lower bounds can be used to estimate the error distribution and bound the variance of the running time of randomized consensus algorithms. They do not yield significant lower bounds for the expected step complexity—there is still a large gap between the (trivial) lower bounds and upper bounds for the shared-memory model, with a weak adversary.

In addition to randomized consensus, an important topic that we address in Chapter 6 is the design of concurrent data structures. We give a method for using multi-writer multi-reader registers to construct $m$-bounded max registers with $\lceil \log m \rceil$ cost per operation, and unbounded max registers with $O(\min(\log v, n))$ cost to read or write the value $v$. An analog data structure of a min register can be implemented in a similar way. In [9] we prove a lower bound that shows that the cost of our implementation is optimal. For randomized implementations, we show a lower bound of $\Omega(\log n / \log(w \log n))$ for read operations, where $w$ is the cost of write operations. This leaves open the problem of tightening the randomized lower bound for $m \gg n$, or finding an implementation whose cost depends only on $n$.

We use max registers to construct wait-free concurrent data-structures out of any monotone circuit, while satisfying a natural consistency condition we call monotone consistency. The cost of a write is $O(Sd \min(\lceil \log m \rceil, O(n)))$, where $m$ is the size of the alphabet for the circuit, $S$ is the number of gates whose value changes as the result of the write, and $d$ is the number of inputs to each gate; the cost of a read is $\min(\lceil \log m \rceil, O(n))$.

As an application, we obtain a simple, linearizable, wait-free counter implementation with a cost of $O(\min(\log n \log v, n))$ to perform an increment and $O(\min(\log v, n))$ to perform a read, where $v$ is the current value of the counter. For polynomially-many increments, these become $O(\log^2 n)$ and $O(\log n)$, respectively, an exponential improvement on the best previously known upper bounds of $O(n)$ for an exact counting and $O(n^{4/5+\epsilon})$ for approximate counting [11]. Note that bounding the counters allows us to overcome the linear lower bound of Jayanti, Tan, and Toueg [51], as well as the similar lower bounds by Fich, Hendler, and Shavit [41] that hold even with CAS primitives. Whether further improvements are possible is still open.
Our polylogarithmic counter is used in Chapter 7 in order to obtain a randomized consensus algorithm with an optimal individual step complexity of $O(n)$.

Finally, Chapter 8 presents wait-free randomized algorithms for the set-agreement problem in asynchronous shared-memory systems. There are many open questions that arise and are interesting subjects for further research, as we elaborate next.

We extended the definition of shared-coin algorithms to multi-sided shared coins. It is an open question whether our $(k+1)$-sided shared-coin algorithm can be improved while keeping the agreement parameter constant. In addition, the definition can be modified so that the agreement parameter holds for subsets of less than $k$ values. It is interesting to find good implementations for multi-sided shared coins that satisfy this modified definition.

For randomized set-agreement algorithms, it is open whether better algorithms exist in this model. In addition, it would be intriguing to prove lower bounds on the complexities of such algorithms, as no such bounds are currently known.

We note that for $k \leq \sqrt{n}$ the total and individual step complexities of our $(k, k+1, n)$-agreement algorithm are the same as for the optimal algorithm for randomized binary consensus, only divided by $k$. First, it is an open question whether the same complexities can be obtained for larger values of $k$. In addition, a similar relation between consensus and set agreement occurs also for complexities in deterministic synchronous algorithms and lower bounds under $f$ failures, since the optimal number of rounds for solving consensus is $f+1$ [19], while the optimal number of rounds for solving set agreement is $f/k+1$ [33]. It is interesting whether this is a coincidence or an indication of an inherent connection between the two problems.

We believe that similar algorithms to the ones presented in this work can be constructed for weaker adversarial models, see [7] for recent work. It is an open question whether there can be improved algorithms for weaker adversaries, and it is also important to find analogous algorithms for solving set agreement in message-passing systems. Needless to say, obtaining lower bounds for these models is an important direction for further research.

Recent unpublished developments suggest that there is a randomized multi-valued consensus algorithm with the same total and individual step complexities as binary consensus, i.e., $O(n^2)$ and $O(n)$, respectively. This would improve upon the extra $\log k$ factor of the complexities of the corresponding algorithms presented here, and would be tight since by definition binary consensus
is a special case of multi-valued consensus.

As we have seen, many questions arising from the research of randomized consensus still remain open. These constitute intriguing subjects for further work. Considering other decision problems, such as renaming, and additional models of adversaries, are important topics as well, which lie at the heart of the theory of distributed computing.
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ﲔинтерמס פסרים האנדירוגולאנטוטיט עלא הסכמה דגומית תחת יורי חק נועדו בצמיחה

Neither nor β-כלכל פועל לע הרונה. התראה זו מועררת ענייןمبנייתת-ילאירויותנספח,

ובפרטים צלא נוהגנים בעריכת מדיה. ועמאנייפה מדינה פולינגריםית. המשוחטת מבינה

נוהים זריא את מכלי רגרס-מקסימום. שאותו אנ מכמיסית בפספר דגום פולינגריםית

והם הפרטים המסקנות ליין טעונות נמקדימה. משוחטת במענה מודיק פוליאול-

רגיה ימי. משמעו מושג כו מישראל באנ持ってい הסכמה דגומית עג׳ סיבוכיים ממספר עדידים אי-

לדיורןיאל אפיימלטיט עלא $O(n)$ על ידי שימש בודקיצא של

דר אדי הרליזיא וצאת מקראת או האפרותרות בעיון ההסכמה היא ל дерשה ורידี่ אפרותרות.

נוגה לתרי יונש או✲ אלה באומלעות ביצת הסכמה-. הפוצצות של תקוה מקבצת המובילת יוזר

משני זהב. הומתו תור מפלט יתח. עיגה זא הגדרה לארפונה וערכה של

גב הזך שיאファー לתחורי או לדיית ההסכמה-הקב쏢 לאחרת בהרמיניטיסית מחויבוץ אסיק.-

ויג. וא='# ממספר הנפילות קינס ממספר הערכיס ושונים המקורissors ענבר הפליטים. הכאותי יוזר

זרוח על דייד צי

זרחיים והפוזיציות של תורון על היית הסכמה-הקבולא הצטרכית אטיסביוניטיcoh של

גיצ ממספר הערכיס השונים המורותיב ענבר הפליטים. כמא עבו ביית ההסכמה, בו על הרצאות

יא האפרותרות והני להונגר באומלעות המוספ רודימלטיט יתורבדי הזג עד מיינימוס פספר.

צוריים ביד ועריב של ממספר הפספר-הקבולא, הפוצצות ידגו כל ממספר שלנפילות. במערה

של זרות מקשויים המובילג אנדירוגולאנטיט מעט יצורית היינוונג עליי איל כלא ההדרים. הפרט

מופיצים אלגוריתמים לפספר-קנסעה על $k=1$ ערכיש. ליפור די שני מדיריסים מוכנים מושלות

רב-זידד, שואור הרצות של מדעי מושקח רעי למספר רבי-ורחע. המтикиים מימיו של

מטבעו חוד. בנוסף, אנ!-- ממספר עלאגוריתם ענבר פפטימוטנו נפיסו של נמותה הערכִי

 Jaguars.
התרומת העקרונית של חנובר היא האחת החשובות ביותר בתחום המחשוב וה.ScrollBars.

iyor = \Omega(n^2) עבור \( n \) גדול enough, כך שהתרומת העקרונית של חנובר היא האחת החשובות ביותר בתחום המחשוב וה Scribbles.

 espa = \Omega(n^2 \log n) עבור \( n \) גדול enough, כך שהתרומת העקרונית של חנובר היא האחת החשובות ביותר בתחום המחשוב וה Scribbles.

הтелемוככים של חנובר הם \( n \) כמות \( \Omega(n^2) \) כאשר \( n \) גדול enough, כך שהתרומת העקרונית של חנובר היא האחת החשובות ביותר בתחום המחשוב וה Scribbles.
הודות

המתקדたくנשו הבניהית פרופסור חיות טעינה בثقافة פעמים רבות

אני אסירת חיות להבות על חיות הרבח مقנה למכות לודקרוטי. הרוחות האקדמיתות של
הומנה אומת, ככל חיות הרבח מקנה למכות לודקרוטי.لاحракי המושך מסייע בתרבות המקנה, אני חשה בחר מתי על

כי שחיותו המנה שול, הלעולים של הלודקרוטי לא כולם הלודקרוטי הל יד עבון סבלנות והẖמות אין קד.
אני מฯ להופר geradeמס אספסות מאייגרסהה של הלודקרות, הדס שכנאי מהטכניון על שיווק פעלת פרימס. היה לי שגוון עלובד על שישה, הלמודתי מהו רובה.

פורח, יזוהו האק אסנותרסית של. ארבע פרופ פרומ פוס מולם מהטכניון גנות על התרות הרשות
מועעלה על גרשא קדום של חֵיָּו חֵיָּו (הбежל), והל כני מדה לשלושה.

הбиיס ריבס בטכניון עור חף או החניות האהל להקפות שלח תビジネ. אני מַּדִדה חֵי, נייב קרמל, חֵא מיאו, נה בין ון, נהר איאניוקבי, סִים ברִקְוִי, סִים בורְקִו, סִים בורְקִו, סִים בורְקִו, סִים בורְקִו, סִים בורְקִו, סִים בורְקִו, סִים בורְקִו, סִים בורְקִו, סִים בורְקִו, סִים בורְקִו.

לכִסֵת, אַיִּי מַדִדה לודקרות, זו ועזי,וּּדִּידִי ודִּידִי, אוֹ לִגְה, אוֹ לִגְה, אוֹ לִגְה, אוֹ לִגְה.

על החותם פָיתִי, חותר הזומקדו, חותר הזומקדו.

אני מזוהה לטכニון, לקורגי נאמנו.גייקְובל-קואלבנים, להמרכזים בלוגו את אדי אסי מילים של האקדמייה

הלאויתים להעידיום, על תומכיוו הכספים, הודיב והש物业服务.
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